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On forced periodic solutions of superlinear
quasi-parabolic problems *

José Luiz Boldrini & Janete Crema

Abstract

We study the existence of periodic solutions for a class of quasi-parabolic
equations involving the p-Laplacian (or any other nonlinear operators of
similar class) perturbed by nonlinear terms and forced by rather irregu-
lar periodic in time excitations (including what we call abrupt changes).
These equations may model problems for which, aside from the presence
of the kind of nonlinear dissipation associated to the p-Laplacian, other
nonlinear and not necessarily dissipative mechanisms occur. We look for
boundedness conditions on these periodic excitations and nonlinear per-
turbations sufficient to guarantee the existence of periodic responses (so-
lutions) of the same period.

1 Introduction

Monotone operators, in particular the ones that are subdifferentials of convex
functions, like the p-Laplacian, appear frequently in equations modeling the
behaviour of viscoelastic materials (see Le Tallec [10] for instance). These non-
linear operators may be accompanied by others nonlinear operators that may
complicate the analysis of the equations and the prediction of the behaviour of
the material. This is specially true when these accompanying operators may,
under certain circumstance, impart energy into the system formed by the inter-
action between the material and external actions.

Mathematically speaking, this means that the overall operator associated
to the problem is no longer always monotonic and not even always dissipative.
Thus, due to this imbalance between the gain and the dissipation of energy, it is
not clear whether when acted by periodic external forces, the internal dissipation
will be enough for the system respond also in a periodic way. This raises the
problem of knowing under what conditions such periodic responses exist.

Obviously, this sort of question also appears when the principal part of
the operator modeling to the internal dissipation is linear. But, in this case,
one can resort to a larger collection of mathematical techniques to study the
problem, and, due to our better knowledge of the behavior of linear equations
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as compared to the present knowledge of the nonlinear ones, the answer to
the previous question can be more easily obtained. In fact, there is plenty of
articles considering several aspects (and not only the question of existence) of
the problem. For instance, with the help of techniques of super and subsolution,
Hess ([11], [12], [13], [14] [15]) studied the existence of periodic solutions and
its related properties (like the study of principal eigenvalues and bifurcation),
when the principal part of the involved operator is linear. Other aspects of this
problem, always when the principal part of the involved operator is linear, can
be found in papers by Dancer and Hess ([6], [7], [8]), Buonocore [4], Nkashama
[20] and Esteban [10].

Here, on the other hand, we will be interested in giving a partial answer
only to the the question of existence of forced periodic solutions, but for a class
of nonlinear equations including the p-Laplacian as the principal part of the
operator. The analysis of such cases is harder, as it is in general when the
principal part of the operator is also nonlinear. It is also much less studied.

In fact, few papers consider the question in such situations. For instance,
Mizoguchi [19] considered the problem of existence of positive periodic solutions
for equations in which the principal part of the operator was related to the
operator appearing in porous media equation.

Yamada [24] treated a problem involving the p-Laplacian, perturbed by a
maximal monotonic operator, and proved the existence of periodic solutions
when the boundary conditions changed periodically. We observe that the prob-
lem considered in [24] is always dissipative.

In [21], Otani proved rather general results concerning the existence of strong
solutions of abstract equations of a certain class , which allows the p-Laplacian
as the principal part of the operator. We will compare his results with ours
later on in the paper.

For simplicity of exposition, we will start by considering in detail a rather
simple model problem. We begin by studying cases where there are no changes
in the basic type of internal dissipation mechanism during the periodic cycle
(later we will consider a case where this change of type can occur). We will also
assume that the periodic excitation is of a special type.

Let Q be an open bounded and regular set in RY and 0 < T < +o00. We
will look for solutions u : 2 x [0,7] — R of quasi-parabolic problems of form

ug — Apu = m(t)g(u) + h(z,t) in Q,
ulgo =0, 1)
u(.,0) =u(.,T).
Here, Vu denotes the gradient of u, Ayu = — div(|Vu|[P~2Vu) is the p-Laplacian,
and u; denotes the derivative of u with respect to time t. We remark that
throughout this paper, we will assume that m(t)g(0) 4+ h(z,t) is not identically
zero, otherwise u = 0 would be a trivial solution.

Also, we will suppose that the above g is a continuous function such that for
some constants a and s there holds

lg(v)| < a(fv|* +1) Yo eR.



EJDE-1998/14 José Luiz Boldrini & Janete Crema 3

Our goal here will be basically to find conditions on the growth of g that are
enough to guarantee the existence of T-periodic solutions. We put ourselves in
what we call the “worst-case situation from the energy point of view”: we assume
that the sole responsable for the dissipation in the problem is the principal
monotone part of the operator, that is, there is no dissipation of energy coming
from g. Thus, we do not pay attention to any particular behavior of g, except
its growth rate and amplitude, and we explore exclusively the coercivity and
the regularization coming from A,

For technical reasons, we will split the analysis in three cases: 0 < s <p—1,
s=p—1and s > p— 1. This will be done in Section 3

Next, in the following section, we will see that our method of proof can be
easily extended to abstract problems involving operators similar to A,. In fact,
our results will be true for equations of form:

us + A(u) = F(u),
u(0) = u(T), @)

with A a strongly monotone, coercive and hemicontinuous operator in a suitable
reflexive separable Banach space and F' a nonlinear mapping satisfying growth
conditions similar to the ones for the previously described special case (1). In
Section 4, we will also give examples of application of this abstract result to
other equations.

Then, we will pay attention to situations where at certain specified times
(and in a periodic way) there are sudden (abrupt) changes of the involved op-
erator.

A problem of this sort is studied in Kawohl and Riihl [16], where it is proved
the existence of periodic solutions for an equation involving the Laplacian, per-
turbed by another maximal monotonic operator, with a certain boundary con-
dition changing abruptly and periodically in time. We remark again that, as in
the case of [24], the system studied in [16] is always dissipative.

The results in Otani [21] can also be applied to certain situations of abrupt
changes. They do not apply, however, to the sort of situation we will be inter-
ested, and we will comment more on this point later on.

Here, as before, we want to study situations of abrupt changes in cases where
it is possible to impart energy into the system. Moreover, we would like to allow
for abrupt changes in type of the principal part of the operator (which models
the internal dissipation), effectively changing its degree of dissipation (which
mathematically can be gauged, for instance, by its type of coerciveness).

For this, we will consider a model case given the following problem: being
pi >2,i=1,2,Q as before a bounded and regular region of RY, # € (0,T) and
I =(0,t), I, = (t,T), we want to find a suitable solution of

ue(t,x) — Apyu(t, ) = mi(t,x)g1(u(t, z)) + hi(t,z) for (t,z) el xQ,
ut(t,x) — Apyu(t, ) = ma(t, x)g2(u(t, z)) + ho(t,z) for (t,z) €l xQ,
u(t,)oo =0, for te(0,7),

w(0,2) =u(T,z), for ze€Q.
3)
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As in the case of our previous simpler model (1), our goal will be to find condi-
tions so that there are periodic solutions when |g;(v)| < a;(Jv]*i +1) Vv € R,
i = 1,2. We will establish a result of this sort in Section 5.

Section 6 finishes the paper with several remarks concerning the existence
of strong solutions.

2 Preliminaries

For the sake of fixing notations and ease the reading, in this section we will
recall results that we will be using in the paper.

Let V be a Banach space and V”’ be its topological dual. Let H be a Hilbert
space such that V' € H C V', with continuous and dense inclusions. We will
denote by |- |v, ||y, and |-|g respectively the norms of V, V' and H; by
(,)v,v we denote the duality pairing between V' and V, and by ( ,)um ,
the inner product of H.

For T' > 0, we consider the Banach space LP(0,T;V) = {u : (0,T) —

Vs [T (@)} dt < oo}, with norm |ulzey = ([ |[u(t)[% dt)'/P. Let p' be defined
d
by 1/p+1/p’ =1 and denote u; = d—l;; we recall that the Banach space {u €

L*(0,T;V); us € L”/(O,T;V’)}, with norm given by |u|rev + |ut| oy s a
subspace of C([0,T]; H), the class of continuous functions defined on [0, 7] with
values in H. Moreover, for u and v in this space, there holds

T
/0 (ue(8), v(®))vrv + (e (t), u(t))vrv dt = (u(T),v(T)) g — (w(0),v(0)m. (1)

For a proof of these results, see Lions [18], pp. 156 and 321.
We will need the following compactness criterion given by the Aubin-Lions
(see Lions [18], p. 58, Theorem 5.1 and Strauss [22], p. 34, Theorem 2):

Lemma 1 Let X,Y and Z three Banach spaces, X and Z reflexive, such that
X CY C Z with continuous inclusions. Moreover, assume that the inclusion
X CY is compact and that 1 < p < oo and 1 < q < oco. Then, the space
{ue L?P(0,T; X); us € LY0,T; Z)} is compactly included in LP(0,T;Y).

In the analysis of the cases with abrupt changes, we will have the opportunity
to use the following result stated in Brezis [2], Section 1, Theorem 1.3.

Lemma 2 Let E be an uniformly convex Banach space and let C' be a closed
convex subset of E. Let F be a family of (not necessarily strict) contractions from
C to C with the property that for any T, T’ € F it is true that TT' =T'T € F.
Suppose also that there is T € C such that the set {Tz, VT € F} is bounded.
Then, there exists xg € C such that Txg = xg for any T € F. In particular, if
T :C — C is a (not necessarily strict) contraction, T has a fixed point if and
only if there is T € C such that {T"T}n>0 is bounded.

The following results will be useful to obtain strong solutions:
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Lemma 3 (Tychonoff-Schauder Fixed Point Theorem Let K be a compact con-
vex subset of a locally convex topological vector space X. Let T be an upper
semi-continuous (multivalued) mapping from K into X such that for each x in
K, T(z) is a closed convex subset of X whose intersection with K is nonempty.
Then T has a fixed point in K, i.e., there exists an element xy in K such that
X € T(:Eo)

Lemma 4 Let K and K; be two compact topological spaces and T be a multival-
ued mapping from K into K1 with T'(z) closed for each x € K. Then T is upper
semicontinuous if and only if the graph of T, G(T') := {[u,w] € K x K1; w € T(u)},
18 a closed subset of K x Ky .

The proof of the last two results can be found in Browder [3] (the first one
is Corollary 2 of Theorem 6.3), while the second is Proposition 6.2.)

L7(£2) will denote the usual Banach space of real valued function defined on
Q, with norm [ul, = ([, |u(z)|%dz)/9. When g = 2, (-,-)o denotes the usual
inner product in the Hilbert space L?(Q).

The norm of u € W, "*(), the usual Sobolev space, will be denoted |ul; , =
(fo, IVu(z)[P dz)/P. One can consult Adams [1] for general properties of Sobolev
spaces. Here we only recall that if p > 2, then Wy'*(Q) C L2(Q) ¢ W—1¢'(Q),
with continuous and dense inclusions.

To rigorously define the p-Laplacian, we first consider the functional & :
W,y P () — R, defined for any u € Wy ?(Q) by ®(u) = %|u|’1’,p.

Concerning this functional, it is known that it is of class C' and that, for
any v and v belonging to Wol’p(Q) one has

(@ (), )yt gy = /Q Vu(z) [P~ (Vu(z), Vo(z)) d

When Ay,u = div(|VulP~2Vu) € L3(), we have (fb’(u),v)w_l,pfywol,p =
— Jo Apu(z) - v(x) da.

Thus, from now on we are going to denote ®' by —A,, and, for simplicity of
notation, the duality map between W~1%'(Q) and W, (Q) just by (-, -).

It is also known that —A,, : W, ?(Q) — W~1#'(Q) has the following prop-
erties:

(i) Strong Monotonicity: There is a > 0 such that for any u,v € WyP(Q) it
holds
(Ap)u = (=Bp)v,u—v) > alu—vff . (2)

(ii) Hemicontinuity: For any A € R and any w,v,w € Wol’p(Q), the following
function is continuous:

A= (=Ap(u+ Aw),v) .. (3)
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(iii) Coercivity: For any u € WyP(Q), it holds that
(=Apu,u) = [uff - (4)
(iv) Boundness: For any u € W,*(f), it is true
| = Apulyyrp < Julf" ()
Properties (4) and (5) easily follow from the definition of A,; (3) follows

from the fact that ® € C1(Wy*(2)). (2) follows from Tolksdorf [23], Section 2,
Lemma 1.

We also need to clarify the meaning of weak and strong solutions:

Definitions:

(i) Let f € LP(0,T; W~ (Q)) and uo € L*(Q). We say that u is a weak
solution of

Ut — Apu = fa
ulaﬂ =0, (6)
u(0) = ug,

when u € W = {w € LP(0,T; W} P(Q));w, € LP (0, T; W12 ()}, u
satisfies (6) in L? (0,T; W=7 (Q)) and w(0) = ug (which makes sense
because W C C([0,T]; L?())).

(ii) In the case where f € L%(0,T;L*(2)), u is called a strong solution of
(6) if it is a weak solution , u; € L?(0,T;L*(Q2)), and (6) is satisfied in
L?(0,T; L*(Q)).

We will also use the T-periodic “almost linearized” problem associated to
the previous initial value problem:
ur — Apu = f(x,1) in Q,
ulpg =0, (7)
u(.,0) =u(.,T),

Concerning this problem, the following result that can be found in Lions [18],
Chapter 2, Section 7.4, p. 236:

Lemma 5 Let f € LP (0, T; W27 (Q)), p > 2 and
W = {w e LP(0,T; WgP(Q)); w € L (0, T; W=1P(Q)}. (8)

Then, there is a unique weak solution w € W of (7). In particular, when f is
T -periodic, u is also T -periodic.
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This lemma allows the consideration of the Solution Operator associated to
the T-periodic “almost linearized” Problem 7. We will need certain properties
of this solution operator acting in suitable functional spaces. In the following
we will state two of this sort of result; their proofs are quite classical, and so
they will only be sketched.

Proposition 1 Let p > 2 and g > 1 such that 1 — N/p > —N/q. Then, the
solution operator S defined as

S LY (0,T; W=7 (Q)) — LP(0,T; LI(Q)) (9)
f=8(f)=u,

where u is the solution of (7), is completely continuous. Moreover, there are
positive constants C1 and Cy such that

SN owre < IFE0 0 (10)
d

E’S’(f)lLP/W*LP’ < Cl|f|LP’W*11P/ ) (11)
S(F) = S(9)| owaw < Colf = gl (12)

Proof: By taking v = w in (1), working with classical energy estimates and
using (5) we obtain (10) to (12). The continuous inclusion L?(0, T; Wy ?()) C
L?(0,T; L)) and (12) now imply that S is continuous. Moreover, for any
bounded subset B of L? (0, T; W~2%'(Q2)), by (10) and (11), S(B) is a bounded
subset of W. But by Lemma 2.1 we have the compact inclusion W C L?(0,T'; L9(2)),
then S(B) is relatively compact in LP(0,T"; L9(£?)), and, consequently, S is com-
pletely continuous. [l

The proof of the following result is similar to the previous one:

Proposition 2 The Solution Operator S associated to (7) is also well defined
when acting in the following spaces:
S LP(0,T; W17 (Q)) — L>=(0,T; L*(Q)) (13)
fe S(f) =

Moreover, it is a continuous and bounded operator satisfying:

2
1

1S(f) = S(9)Foorz <CIf =gl vy +CIF =gl 1 (14)

We remark that when g = 0 then S(g) = 0; consequently, this last inequality
furnishes

1Sz < CUAT 1w + ClEL 1 (15)
with C = C(Q,T,p,a) > 0.
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Finally, we observe that in the derivations of the a priori estimates holding
in this paper, we will follow the usual procedure and denote by C' a generic
constant depending only on the problem data. Sometimes we will display the
dependence of these constant on the data, and, in those cases where we want to
stress the role of the constants, we will use other symbols, like C;, D;, a;, and
SO on.

3 Existence of Solutions in the Case of the First
Model Equation

First of all we want to briefly describe the arguments we will be using to prove
existence of periodic solutions. We will adapt rather classical techniques: we will
consider the Solution Operator associated to the T-periodic “almost linearized”
problem 7 acting in suitable functional spaces and the Nemytskii operator cor-
responding to the function in the right hand side of (1). Then, we will look for
solutions of the problem as fixed points of the composition of these two opera-
tors. As it is usual in this setting, the main difficulty will be to obtain suitable
a priori estimates to guarantee that we are in the conditions of some fixed point
theorem (in our case, the Schauder Fixed Point Theorem.)

We start by investigating the existence of weak solutions of Problem 1 in the
case 0 < s < p—1. We have:

Theorem 1 Suppose that p > 2, m € L>*(0,T), h € L”'(O,T; W’l”"(ﬂ)), and
g: R — R is a continuous function such that for some a >0 and s € [0,p — 1)
there holds |g(v)| < a(|v|®* +1). Then, Problem (1) has a weak solution.

Proof: The Nemytskii operator, Ny, associated to the function H(u,z,t) =
m(t)g(u)+h(z,t),which is defined by Ny (u)(z,t) = H(u(z,t),z,t) = m(t)g(u(z,t))+
h(z,t), is a continuous and bounded map from LP(0, T; LP(Q) to L? (0, T; W =17 (Q)).

On the other hand, because 0 < s < p — 1, we have the continuous inclusion
LP/5(0,T; LP/5(Q)) < LP (0, T; W~1%'(Q)), then we conclude that there is a
positive constant C' = C(9,T'), depending only on Q and T such that

INu (W) o w-100 < @1|uliore + a2, (1)

with
a1 = Calm|eo, az = ar(|QT)*? + |h| Lo yyr—10 (2)
which gives the boundness of Ny .

It is easy to see that Ny is sequentially continuous in LP/*(0,T; LP/3(12))
and consequently continuous in L? (0, T; W =17 (Q)). So

So Ng : LP(0, T; LP(Q)) — LP(0, T; LP(2))
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is completely continuous. Moreover, by using (10), (11), the fact that the inclu-
sion LP(0, T; W, *()) € LP(0,T; LP(RQ)) is continuous and also (1), we conclude
that there are constants

az = C(2a))Y PV and a4 = C(2a)Y/ P~V (3)
such that
|S 0 N (w)|zrre < aslul " + aa (4)
and J
E(S o NH(UJ)”LP/W,LP/ < Ca1|u|stLp + Cas. (5)

Recalling that 0 < s < p — 1, from (4), we can conclude that for sufficiently
large R > 0, when |u|zrrr < R then also |S o Ny (u)|rerr < R. Fixing such R,
by restricting now to a closed ball of radius R in LP(0,T; LP(2)), we can apply
Schauder Fixed Point Theorem and conclude that there is u € W satisfying
the abstract equations u; — Ayu = Ny (u) and w(0) = u(T'), that is, there is a
solution of (1.3). O

Now, we will consider equations (1) in the case s = p — 1. Then, it holds:

Theorem 2 Let p > 2, m, h and g as in Theorem 1, with s = p — 1. Then, if
|m|pe is sufficiently small, (1) has a weak solution.

Proof: Following the proof of Theorem 1, we observe that in this case we also
have that SoNg : LP(0,T; LP(Q)) — LP(0,T; LP(Q?)) is a completely continuous
operator.

However, (4) reduces to [S o Ng(u)|rere < azlu|perr + ag. If we had 0 <

a

a3z < 1, we could take R > 1 to obtain as3R + a4 < R, and the rest of the
— a3

argument used in Theorem 1 could be applied, furnishing the existence of the

required solution. But the condition 0 < ag < 1 is attained when |m| r~ is

small enough since, from (2) and (3), as approaches zero as |m|p~ approaches

ZE€To. O

Now we will study the existence of solutions of 1 when s >p—1, p > 2.

This case will require a modified treatment. In fact, let us briefly describe
what would be the trouble if one had proceeded with the argument exactly as
before. Then, one would observe that when as were small enough (which as
previously could be attained when |m|p- is sufficiently small), it would still be
possible to find R > 0 such that asR*/®~1) 4 a4 < R (observe (4) in the case
s > p—1.) However, in this case it would not be true that L/*(0,T; L9/*(Q)) C
Lp/(O, T; W‘lvi"/(Q)) for ¢ > 1. Consequently, the composition So Ny could not
be defined in the previous functional spaces. Thus, to prove the existence of
solutions when s > p — 1, we will have to explore the additional properties of
the Solution Operator S given by Proposition 2 in order to define S o Ng in
other suitable spaces. By doing this, we will be able to prove following result.
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Theorem 3 Let m, h and g as in Theorem 1. Let alsop > 2 andp—1< s <
p—1+T with either I' = 2p/N when N > p or I' = 2 when N < p. Then, if
lg(v)| < a(|v|]®* +1) and |m|p=~ is sufficiently small, (1) has a weak solution.

Proof: The argument is as follows: we will choose suitable k,r > 1 such that the
operator S o Ny : L*(0,T; L"(Q)) — L¥(0,T; L"()) is completly continuous.
Then, with similar arguments to the ones used in Theorem 2, by choosing |m|
small enough, we will obtain a fixed point for S o Ny and, thus, the desired
solution.

We start by recalling that, by Propositions 1 and 2, the Solution Oper-
ator S associated to problem 7 is a continuous and bounded operator from
LY (0, T; W=12'(Q)) to either L>(0,T; L*(2)) or LP(0, T, LY()) (with ¢ satis-

fying 1 — — > —— and to be chosen later on) as the image space.
p q

By interpolation, X = L>(0,T;L?*(Q)) N LP(0,T,L9(2)) is continuously
imbedded in L*®)(0,T; L"9(Q)), for any 6 € [0,1] and

k() =p/0 and 7(0,9) = q/[q(1 - 0) + 26]. (6)

Moreover, for any v € X we have

lul o pronn < [ulopalul7=ps- (7)
This implies that, for 6 € (0,1],
S LY (0, T; W12 (Q)) — LFO)(0,T; L"%9(Q)) (8)
freS(f)=u

is a completely continuous operator. Moreover, by using (10), (15) and (7), we
obtain:

1 —
[S(Npror o < [FIHE L les + col 1770, 107072, )

Now, we are going to choose a suitable 6y € (0, 1] such that whenp—1 < s <
p—1+T we have L¥/s(0, T; L"®-9/5(Q)) ¢ LP (0, T; W17 (Q)) continuously.
For this, we observe that if we require

s <min{fi(0) = (p— 1)/0, f2(6) = 2(q — 1)/la(1 — 0) +26]} = 5(6),
then, by (6), we have
k(0)/s =p/(0s) =p' =p/(p—1),
r(0,q)/s =2q/{la(1 - 0) +20]s} > ¢,

and, thus, the required continuous inclusion L*/#(0, T, L"/*(Q) C L”/(O, T; W*I’pl(ﬂ).
By analyzing the expressions of f1(0) and f2(0) it is easy to conclude that

q(p+1) —2q (

(D) = 1) — 2

0,1), (10)
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furnishes the highest possible superior bound for s(f) (under the required re-

1
P pr1-2P —py1a,
0o(q) q

N N
with ¢ satisfying 1 — — > —. This gives us the conditions on I" described in

strictions). That is, we must take s < s(f) =

the statement of the theore(in. With 6y(q) given by (10), we can now take
the corresponding values of k(fy) and r(fp,q) given by the expressions in
(6). Thus, S defined as in (8) will be continuous. The Nemytskii opera-
tor Ny : L*(0,T; L"(Q)) — LP (0, T; W17 (Q)) will also be continuous and
bounded in the sense that, with C' = C(Q, T, k, s,a) > 0,

|NH(U)|LP’W*LP’ < C|m|L°°(|u|stLr +1) + |h|LP/W*1vP" (11)

We conclude that S o Ny : LF(0,T;L"(Q)) — L*(0,T;L"(Q2)) is, as in the
previous cases, completely continuous.

Now, from (9) and (11), with the help of Young inequality, we obtain that,
when |u|prp- < R for any fixed R > 0, then

1S o Ny (u)|prpr < D1R*©H) 4 Dy, (12)

where

G=1/(p-1), G = (p(1 — o) +260)/2(p — 1),
Dy = C'%(Clm|<)* (C1/¢2) + CH % (Clm| < )*

Dy = CH04 (Ol (G — )/ Ga] + (Clmlum + [kl
+C(1_90)C<2(|m|L°° + |h|Lp/W71,p’)<27

again with C = C(Q,p,q,T,a) > 0. We observe that because s > p — 1 then
S(gl + CQ) > 1.

So, proceeding as in the final part of the proof of Theorem 2, we start
by fixing R > 0 large enough such that Dy < R/2; then, we observe that as
|m|pe — 0, we also have D1 — 0. Thus, by taking |m/|p~ small enough, we have
D;R*(+¢) < R/2. Under these conditions, (12) implies that So Ny (Bgr(0)) C
Bg(0), where Bg(0) is the ball of radius R and center 0 in L*(0, T'; L"(£2). Thus
using Schauder Fixed Point Theorem we conclude that So Ny has a fixed point,
and consequently, (1) has a weak solution. O

Remark: We must stress that the above results are concerned with the exis-
tence of forced periodic solutions. In particular, if h were identically zero (recall
the observation just after equation (1,) from the above results we could not con-
clude that the constructed solution is nontrivial (i.e., w # 0.) This is the reason
for the fact that, when p = 2, the above stated range of allowed s is larger than
the corresponding range found when one is looking for nontrivial solutions in
the case g(u) = u® and h = 0.
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4 An Abstract Result

The results stated in the last section hold for more general dissipative operators
sharing with A, certain properties. We state below the abstract version of these
previous results, omitting their proofs since they follow exactly as before.

Theorem 1 Suppose V. C H C V' with continuous and dense inclusions, and
let A be a monotonic and hemicontinuous operator A : V. — V' for which there
are constants a1 > 0, az > 0, 8 >0, 1 > 0 and v2 > 0 such that for any
u,v € V it holds (Au — Av,u — v)yiv > aqfu—vl}, , (Au,u)yv > aolull, — 3
and | Auly: <l + 9.

Let also X be a Banach space such that V. C X C V' with dense and continuous
inclusions and V. C X compactly. Moreover, let F : LP(0,T; X) — LPI(O, ;v
be a continuous and bounded map satisfying

|F(W)| oy < Kalulpex + ko,
for some non negative constants k1 and ky. Then the problem

ut + Au = F(u),
u(0) = u(T)

has a weak solution when one of the following conditions is satisfied:
(i) When 0 < s <p—1.
(ii) When s =p — 1 and k1 is sufficiently small.

(iii) V =Wy P(Q), X = LI(Q) with 1 — (N/p) > —(N/q), ki is small enough
and p—1<s <p—1+T, with either T' = 2p/N when N >p orT' =2
when N < p.

Examples of problems for which the abstract result applies:

(a) Let p and m, g, h as in Theorem 1 and a function ¢ € C1(R) satisfying
d(t) > 0 and also §tP~! < ¢(tP)tP~! < atP~! + 8 for all t € R and certain
positive constants «, 3, 6. Then, consider the problem:

wq — div(e(|Vul?) | Vul?2Vu) = m(t)g(u) + ht, ),

ulaa =0,
u(-,0) =u(-,T).

(b) Let m, g, h as in Theorem 1 and p > py > p1 > 2 and A\, A1, A2 > 0 such
that p = 2ps —p1, A§ <4\ A and [Az(p2 — 1)]1> —4X\(p— 1)(p1 — 1) > 0.
Then, consider the problem:

U — AMApu + Ao Ap,u — A Ap u = m(t)g(u) + h(z,t)
uloo =0,
u(-,0) =u(-,T).
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To prove that the operators corresponding to above two problems are strongly
monotone, one can use Lemma 1 in Section 2 in Tolksdorf [23]. The other
properties required in the last theorem are easily proved. The above smallness
condition on k;, when it applies, corresponds in the examples to a smallness
condition on |m|re, as in the results of the previous sections. Thus, for the
above examples we can obtain the corresponding existence results of T-periodic
weak solutions.

5 Existence of Solutions of the Model with Abrupt
Changes

Now we will consider the Problem 3.

Theorem 1 Let t € (0,T), I; = [0,%], and I = [¢,T]. Suppose that for each
i =1,2, my € L), hy € LPi(I;; WYPi(Q)) and g; is a continuous real
function satisfying |g;(v)| < a(|v;|** +1). Suppose also that one of the following
three conditions is true.

(i) 0<s;<p;—1, for i=1,2.

(i) pi—1 <s; <pi+1 for i=1,2, N <p; and max |m;| L is small enough.
=1,

(iii) pi—1 < 8; < p; — 1—|—2% for i=1,2, N >p; and m21u§|mi|Loo s small
=1,

enough.

Then (3) has a weak solution.

Proof: We will just sketch the proof since after constructing a suitable solution
operator it uses arguments similar to those used in the previous theorems.
One starts by defining the following spaces: L; = LPi(I;; Wol’pi(ﬂ)), L =
LPi(I;; WbPi(Q)), Wi = {w € L;;; w, € L'}
Then one considers the following problem: given (f1, f2) € L} x L}, find
(u1,u2) € W1 x Wy such that

(u1)e(t, @) — Apua(t,z) = fi(t,z), for (t,x) €1 xQ,
ui(t,-)lon =0, for tel,
(u2)e(t, ) — Ap,us(t, x) = fa(t,z), for (t,z)€ Iy xQ, (1)
us(t,-)lon =0, for tely,
u1(0,2) = ug(T,x), for xze€Q,
ui(t, ) = ua(t,z). for z €.

Observe that the last condition make sense because

Wi x Wa € C(I;; WHPH(Q)) x C(Io; W HP2(Q))
C C(Iy; W=1mindphri} (Q)) x C(Iy; W= Lmintei sl (Q)).
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To prove that Problem 1 has a unique solution, one can proceed as follows:
consider the Poincare map K associated to (u;); — Ap,u = f; for t € I;, u;(0) =
ug € L%(Q), ua(f) = u1(f). By using the monotonicity and coercivity of A,,,
one proves that IC is a non-strict contraction and that there is a sufficiently large
R > 0 so that K(Bgr(0)) C Bgr(0). So according to Lemma 2, K has a fixed
point. Using the monotonicity again, one obtains that is fixed point is unique.

This defines a solution operator for problem 1: S : L] x Lj — Wy x Wa,
where S(h1,h2) = (u1,us2). Like in the previous theorems, it is then possible
to show that S is completely continuous and, moreover, that for i = 1,2, with
suitable positive constants C;, «a;, ¢ = 1,2, the following estimates are true:

Dim12 @/ pilus —vi| <3Gl fi — hy
Zi:1,2 ;i /piluil] <32 Cilfi
1y + (pi/0a) /P (CL| fL]Pr + C folP2) /P

’
p;
)

p;

)

d
2ol < 1 F
|dtu1| > |fz

By introducing the natural Nemytskii operators, Ng, and Np,, correspond-
ing respectively to the second members of (3), with the help of the above esti-
mates, one proves that Ny, x Ny, : Wi x Wy — L} x L} is continuous.

Now, working with S o (Ng, x Np,) and repeating the arguments done in
the proofs of the previous theorems, we obtain a fixed point of S o (Ng, x N,)
and then the stated result. O

Remarks:

(i) As in Section 4, it is possible to state a result on the existence of periodic
solutions for abstract operators A; having properties similar to the ones
of A,,.

(ii) Adapting ideas of Kawohl and Riihl [16], it is possible to prove existence
of periodic solutions of the following problem involving abrupt changes:
ug — Ap, + Bi(t,u) =0, for (t,z) e[ xQ=0Q;, i=1,2,
0
—8—u € Bi(u), for (t,z)el; x 00,
Ui

u(0,z) =u(T,x), for zeQ,
where the B;, ¢ = 1,2, are coercive maximal monotonic operators such
that B;(t,-), i = 1,2, are locally Lipschitizian in L2(€2). We remark that

the presence of such operators in the above equations prevents the system
to be dissipative all the time. For the proof of this result, see [5].

6 Commentaries on Strong Solutions

With further restrictions on the problem data, it is possible to obtain strong
solutions of the previous problems. Let us comment on this.
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When h € L2(0,T; L*(Q)) instead of L (0,T; W~17'(Q)), one can repeat
the arguments done in the proof of Theorem 3 to find exponents k(f) and
r(0,q) (asin (6)) so that L*/5(0,T;L"/*(Q)) ¢ L?(0,T;L*()). Then, simi-
larly as before, we could look for a fixed point of S o Ny : L¥(0,T;L"(Q)) —
L¥(0,T; L"(9)), with S(v) = u. However, by considering S o Ny acting on such
L¥(0,T; L"(€2)) one does not obtain the best possible result concerning superior
bounds for s.

To obtain better results, we proceed as follows: we observe that, when
h € L%*(0,T;L?(%)), Brezis [2], Chapter 3, Theorem 3.6 furnishes the exis-
tence of a strong solution of(7) such that u; € L?(0,T; L*(Q)) and, moreover,
the mapping [0,T] 3 ¢t — ®(u(t)) = [, |Vu(t,z)|P dz is continuous. In par-
ticular, we conclude that for 1 — (N/p) > —(N/q), the solution belongs to
W = {we L0, T; WhP(Q)), wy € L?(0,T;L*(Q))}. Hence, for all s so that
0 < s < q/2, we can consider S o Ny : W W

JFrom this argument, we have gained regularity for u; but the operator
S o Ng is not completely continuous. In fact, it is not even continuous when
one considers the natural norm topology of W. Therefore, it is not possible
proceed exactly as before to obtain a fixed point. However, as in Otani [21],
by considering weak topologies and using Lemma 4, it is possible to show that
S o Ng is semi-continuous and satisfies one can verify that SoNgy does satisfy
the hypotheses of the Tychonoff-Schauder Fixed Point Theorem (Lemma 3) and
conclude that:

Theorem 1 Let h € L?(0,T; L*(Q)) and suppose that either 0 < s < p/2 or
p/2 < s<q/2 with1l— (N/p) > —(N/q) and |m|p~ is small enough. Then (1)
has a strong solution.

Remarks:

(i) With the obvious modifications, there holds a result similar to Theorem 1
concerning strong solutions of (3).

(ii) When p = 2 (that is, when the principal part of the operator is linear),
Q is of class C?, for instance, and h € L?(0,T; L?(f2)), it is possible to
prove that there are strong periodic solutions when 1 < s < %, in the
case N > 2. This result, which gives an improved upper bound for s as
compared to that given in Theorem 1, can be obtained by using the same
arguments as above, together with the better regularizing properties the
Laplacian operator (Dautray, Lions [9], for instance) to embed the solution

in higher order Sobolev spaces.

(iii) We recall that in the proofs of the existence results for weak solutions
presented in the previous sections, we used the usual Schauder Fixed Point
Theorem instead of using the Tychonov-Schauder Fixed Point Theorem
as we did above. Hence, one could wonder whether the use of Lemma
2.2 and weak topologies could give increased upper bounds for s in the
results in the previous sections. This would be indeed the case if we had
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a L>(0,T; Wol’p(ﬂ))—estimate for u = S o Ny (v). Unfortunately, we were
not able to prove such estimate in the case of weak solutions, and, only
with the presented estimates, the use of Tychonov-Schauder Fixed Point
does not improve the values of s.

(iv) As we commented in the Introduction, Otani in [21] established a rather

general existence result on existence of strong periodic solutions of abstract
equations. This could be particularized to equation (1), furnishing thus
the existence of certain strong periodic solutions. However, compared to
our result, Otani’s require more regular conditions on h and, moreover,
a certain smallness condition on it. This implies that the amplitude of
periodic solutions found in [21] are also small (in suitable norms). On the
other hand, in our results h can be less regular (in which case we obtain a
weak solution), and we do not impose any smallness condition on & (to be
fair, we impose instead a smallness condition on |m|pe, but only in the
cases where it is necessary). Thus, our periodic solutions (both weak and
strong) are found in a large enough ball, and in fact, it is easy to prove that
when h is large, our solutions are also large (in suitable norms). Therefore,
our solutions, even in the case of strong ones, are different from the ones
obtained by the particularization of Otani’s results.

Another aspect that deserve attention is that since Otani’s results allow for
certain time-dependent operators, one could try to apply them to Problem
3. However, due to the required hypotheses in Otani’s theorem, this is
only true in the special case that h; € L?((0,T) x ), with small enough
norms (thus furnishing a strong periodic solution), and, moreover, p1 = p2.
Therefore, the results in [21] rules out situations where there are changes
in the type of internal dissipation, as in (3).
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