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EXISTENCE OF POSITIVE SOLUTIONS FOR
BOUNDARY-VALUE PROBLEMS FOR SINGULAR
HIGHER-ORDER FUNCTIONAL DIFFERENTIAL EQUATIONS

CHUANZHI BAI, QING YANG, JING GE

ABSTRACT. We study the existence of positive solutions for the boundary-
value problem of the singular higher-order functional differential equation

(Ly™=2)(®) + h(t) f(t,y) = 0, for t € [0,1],
y(i>(0) =0, 0<i<n-3,
ay™=D (1) — By () = y(¢t), fort € [-7,0],
=D () + sy (1) = £(t), for t € [1,1+ al,

where Ly = 7(pyl)/ +qy, p € C([Ov 1]7 (07 +OO)), and qc C([07 1]7 [07 +OO))
Our main tool is the fixed point theorem on a cone.

1. INTRODUCTION

As pointed out in [5], boundary-value problems associated with functional differ-
ential equations arise from problems in physics, from variational problems in control
theory, and from applied mathematics; see for example [0 [§]. Many authors have
investigated the existence of solutions for boundary-value problems of functional
differential equations; see [3| [9] 5] [I8]. Recently an increasing interest in studying
the existence of positive solutions for such problems has been observed. Among
others publication, we refer to [T}, 2] 10} 1T} 13}, [19].

In this paper, we investigate the existence of positive solutions for singular
boundary-value problems (BVP) of an n-th order (n > 3) functional differential
equation (FDE) of the form

(Ly™2)(t) + h(t)f(t,ys) =0, for t € [0,1], (
yD(0)=0, 0<i<n-3, (

oy (t) — By V() = n(t), fort € [0, (
’yy(n_2) (t) + 5y(n—1)(t) =¢&(t), fortell,1+a, (
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where Ly = —(py') + qy, p € C([0,1],(0,+00)), and q € C([0,1],]0,+0));
@,3,7,6 > 0, and aé + ay + By > 0; n € C([-7,0,R), £ € C([1,b],R) (b=1+a),
and 1(0) = &(1) =0; h € C((0,1),R) (h(t) is allowed to have singularity at t = 0
or1); f € C([0,1) x D,R), D = C([—,a],R), for every t € [0,1], y: € D is defined
by y:(0) = y(t +6),0 € [-7.a].

The study of higher-order functional differential equation has received also some
attention; see for example [3] 10, [I7]. Recently, Hong et al. [I2] imposed conditions
on f(t,yt) to yield at least one positive solution to — for the special case
h(t) = 1, p(t) = 1, and ¢(t) = 0. They applied the Krasnosel’skii fixed-point
theorem.

The purpose of this paper is to establish the existence of positive solutions of the
singular higher-order functional differential equation with boundary conditions

— under suitable conditions on f.
2. PRELIMINARIES
To abbreviate our discussion, we assume the following hypotheses:
(H1) G(t,s) is the Green’s function of the differential equation
(Ly™=D) ) =0, 0<t<1
subject to the boundary condition — with 7 =a = 0.
(H2) ¢(t,s) is the Green’s function of the differential equation
Ly(t)=0 te(0,1)
subject to the boundary conditions
ay(0) — By'(0) =0, ~y(1) +dy'(1) =0,

where o, 3,7 and ¢ are as in ([1.3) and ((1.4)).
(H3) h € C((0,1),[0,+00)) and satisfies

1
0< / g(s,s)h(s)ds < +o0.
0

(H4) f € C([0,1] x DT, [0,00)), where DT = C([—7,al, [0, +0)).
(H5) n e C([-1,0],[0,+00)), £ € C([1,1 + a], [0, +00)), and n(0) = £(1) = 0.
It is easy to see that
anf2
o2
It is also well known that the Green’s function g(t, s) is

1 fe(s)ut), ifo<s<t<1,
9lts) = {gf)(t)w(s), fo<t<s<l,

G(t,s) =g(t,s), t,se]0,1].

where ¢ and 1 are solutions, respectively, of
Lo=0, ¢(0)=p8, ¢(0)=a, (2.1)
Ly=0, (1)=5 ¥(1)=—7. (22)

One can show that ¢ = —p(t)(¢(t) () — &' (t)1b(t)) > 0 and ¢'(t) > 0 on (0,1] and
Y'(t) < 0on [0,1). Clearly

g(t,s) <g(s,s), 0<t,s<l. (2.3)
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By (H3), there exists tg € (0,1) such that h(tg) > 0. We may choose ¢ € (0,1/2)
such that tg € (g,1 —¢). Then for ¢ <t <1 — ¢ we have ¢(e) < ¢(t) < ¢(1 —¢)
andw(l—s)<w() () Alsofor( s) € e, 1 —¢] x (0,1)

g(t,s) { } { V(1 —¢) ¢(5)} — 0 (2.4)

(ss (1)

$(0) 7 ¢(1)

Let E = CO=2)([—7,b]; ) Wlth a norm |jull—y = sup_TStSb\u("_Q)(tﬂ for
u € E. Obviously, E is a Banach space. And let C' = C("=2)([—7,a],R) be a space
with norm [|[¢||(—r.q) = SUpP_, <1<, |9p(=2)(z)| for ¢ € C. Let

t e C i) 20,0 e [-ra).
It is easy to see that CT is a subspace of C.
Define a cone K C E as follows:
K={yeE:ylt) =0, tefmfl L0 23yl (2.5)
where & = § min{e, o}, o is as in (2.4).
For each p > 0, we define K, = {y € K : |lyll(=rp < p}. Furthermore, we define
a set (), as follows:

Q

_ (n=2) (5} « =
{yeK: E<It1r1<1{1 Y (t) <ap}.

Similar to the [I4] Lemma 2.5], we have

Lemma 2.1. Q, defined above has the following properties:
(a) Q, is open relative to K.
(b) Kz, CQ, C K,,.
(c) y € 09, if and only if min.<;<1—. y=2(t) = Fp.
(d) If y € 09Q,, thenap <y =2 (t) < p fort € [¢,1 —¢].

To obtain the positive solutions of (1.1])-(1.4), the following fixed point theorem
in cones will be fundamental.

Lemma 2.2. Let K be a cone in a Banach space E. Let D be an open bounded
subset of E with D = DN K # 0 and D # K. Assume that A : D — K is a
compact map such that x # Ax for x € 0Dg. Then the following results hold.
(1) |Az| < |lz||, =« € 0Dk, thenix(A,Dg)=1.
(2) If there exists e € K\{0} such that x # Ax + Xe for all x € 0Dk and all
A >0, then iK(A, DK) =0.
(3) Let U be an open set in E such that U C Dk. If ix(A,Dk) = 1 and
ix(A,Ug) = 0, then A has a fived point in Dg\Ug. The same results
holds ifZ'K(A,DK) =0 and iK(A,UK) =1.

Suppose that y(t) is a solution of (L.1)-(1.4), then it can be written as

y( T t) -7 <t<0,
y(t) =% [} G (s)f(s,ys)ds, 0<t<1,
(@ﬂa 1<t<,

where y(—7;t) and y(b;t) satisfy

S0 gy = {7 (B R P 902 @) v =r0) 5 #0,
’ an(t), te[-70], B=0,
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and
N I L (3 1 eeet)ds + eFym2(1)), e L], 020,
’ Le(w), tel,b, 6=0.

Throughout this paper, we assume that wug(t) is the solution of (1.1))-(1.4) with
J =0, and [Juo||[—r5 =: Mp. Clearly, uén_Q) (t) can be expressed as follows:

u" P (-mit), —r <t <o,
w2 1) =< o, 0<t<l,
u(bit),  1<t<b.

where

and
Le=3t [fedsg(s)ds, te[1,b], 6 #0,
L), telLbl, 6=0.
Let y(t) be a solution of BVP (1.1)-(1.4) and w(t) = y(¢t) — uo(t). Noting that
u(t) = y(t) for 0 < ¢ < 1, we have
w2 (=713 t), —-7<t<0
uWD () = [ g(t, s)h(s) f s, us + (uo)s)ds, 0 <t <1,
uh=2) (b ), <<t

where

(n_2)(—7"t) _ e%t fol g<0’ S)h(s)f(saus + (U’O)s)dsa te [_7—7 0]7 B 7& 0,
’ 0, te[-1,0], =0,

u

and
_a(—1) (1
=2 (b 1) = e~ (t-1) Jo 9(1,8)h(s)f(s,us + (uo)s)ds, te[1,b], d#0,
’ 0, te[1,b], 6§ =0.

It is easy to see that y(t) is a solution of BVP (1.1))-(1.4) if and only if u(t) =
y(t) — up(t) is a solution of the operator equation

u(t) = Au(t) for t € [—7,b]. (2.6)
Here, operator A : E — F is defined by

Biu(t), —7<t<0,
Au(t) = { [ G(t, 5)h(s)f (s, us + (uo)s)ds, 0<t<1,
Bau(t), 1<t<b,
where
(2)" 725" [ (0, 5)h(s) f(s,us + (uo)s)ds, B #0, a#0,
Buu(t) == { 551 fo 900, 9)h(s) f(s,us + (uo)s)ds, B#0, a=0,

0, 8=0
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for each t € [—7,0], and

( )" *%t”k (5)f (s, us + (uo)s)ds, §#0, v #0,
Bou(t) := (n i fo f(s, us + (uo)s)ds, §#0,v=0,
0, 6=0
for any ¢ € [1,b]. Obviously,
(Biu)"=2)(t), 7 <t <0,
(Aw) "2 (E) = 4 [ g(t $)h(s) f (s, us + (uo)s)ds, 0 <t <1,
(BZU)(n72)(t)7 1 <t< b7
where
(B u)(”*Z) (t) — e%t fol 9(07 S)h(s)f(‘s?us + (u())s)dsa te [_7—7 0]7 ﬂ 7é 01
! 0, te [—T,O], B =0,
and
(Bgu)(n72)(t) = {ez(tl) fol g(1,8)h(s)f(s,us + (uo)s)ds, t€[1,b], d#0,
0, te[1,b], 6 =0.

Lemma 2.3. With the above notation, A(K) C K.

Proof. By the assumptions of (H1)-(H5), it is easy to know that Au € E and Au > 0
for any u € K. Moreover, it follows from

0 < (Au)™ D) < (Au)™=2(0) for —7 <t <0
0 < (Au)™ D (t) < (Au)™=D(1) for 1 <t <b
that || Aul[[—r s = [|Aull0,1). By (2.3)) we have, for any v € K and ¢ € [0,1] that

1
Aulry = | Aulio < [ oo, DR (s + (wo)o)ds. (27)
0
From (2.4), we get

min (Au)("_Q)(t) = min /0 g(t, $)h(s) f(s,us + (ug)s)ds

e<t<l—e e<t<l—e

> 0/ g(s,s)h(s) f(s,us + (up)s)ds (2.8)
0

1
> [ gl h(s)F s+ (o). ).
0
In view of (2.7) and (2.8)), we obtain

min  (Au)""2(t) > 7| Aull|_rp, u€ K,

e<t<l—e
which implies A(K) C K. O
Let
G ={eeCh: k< |@lli-ra <7},
Chrny =0 €CT: k< lpllra) < oo},

where 0 < k < r.
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Lemma 2.4. A: K — K is completely continuous.

Proof. We apply a truncation technique (cf. [I6]). We define the function h,, for
m > 2, by

min {h(t),h(L)}, 0<t< L,
hn(t) = § h(t), L<t<1-1,
min {h(t), h(Z=L)}, 2=l <t <1

It is clear that h., (t) is nonnegative and continuous on [0, 1]. We define the operator
A,, by

Bimul(t), -7 <1t<0,
Apu(t) == fol G(t, 8)hm(s)f(s,us + (ug)s)ds, 0<t<1,
BQmu(t)7 1 S t S b;
where
(2)"7 e J2 g0, )hun(5)F (s s + (wa)e)ds, 870, a#0,
Bimul(t) = % fol 9(0, 8)hm (8) f(s,us + (ug)s)ds, B#0, a=0,
0, 8=0

for each ¢t € [—7,0], and

(— 3)" Temitmy fo m(8)F (5,15 + (uo)s)ds, & #0, v #0,
Bopu(t) = (n 21 fo )f(s,us + ( 0)s)ds, d#0,v=0,
0, 5=0

for any t € [1,b]. By Lemma it is easy to check that A,, : K — K. And, A,,
is continuous, the proof is similar to that of [II, Theorem 2.1].

Next let B € K be a bounded subset of K, and M; > 0 be a constant such
that [Jull—,y < M for u € B. Noting that if z; € C = C"%(|-7,a],R), then
x,E”’Q) € C([-1,a],R), and xiniz)(é’) =22 (t +0), 6 € [-0,a]. Thus
s + (wo)sllj—ray = sup [(u® +ug) "2 (9)|

—7<6<a

< sup WD (s+0)+ sup |uén_2)(s +0)|
—7<0<a —7<0<a

n— n—2
< swp [uI(O)] 4+ sup |ué O = l[ull—rp) + uollj—rp)
—7<t<b —7<

S M1 + M() = M2
(2.9)
for u € B and s € [0,1]. Hence, there exists a constant M3 > 0 such that
|f(s,us + (uo)s)| < Mz, on[0,1] x C’O Ms)? (2.10)

since f is continuous on [0,1] x C*. For u € B we have

(Bimu)™=2)(t), —7<t<0,
(Amu) =2 (t) = { [ g(t, 8)hu(s) f(s,us + (ug)s)ds, 0<t<1,
(B2mu)(n_2) (t)a 1<t< b,
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where

et fol 9(0,8)hm(8)f(s,us + (ug)s)ds, t€[—7,0], B#0,

W2 () =
(Bimu) "2 (t) {07 tel-7,0], =0,

and

e~ [T g(1, 5)hm(5) f(5,us + (uo)s)ds, t€[1,], 5 #0,
0, te[l,b], 6=

(Bamu) "2 (t) := {

These and imply (A,,u)"~?)(t) is continuous and uniformly bounded for
u € B. So (A,u)'(t) is continuous and uniformly bounded for u € B also. The
Ascoli-Arzela Theorem implies that A,, is a completely continuous operator on K
for any m > 2.

Moreover, A,, converges uniformly to A as m — oo on any bounded subset
of K. To see this, note that if u € K with [[u[/—_;, < M, then from (H3) and
0 < hn(s) < h(s),

(A, (0) = (A2 @) = | [ 7 g 9B5) = (010 + a0) )

—

where M := MAX4e(0,1],0€C75 17 ar f(t, ). Thus, we have

|Amu — Aull—7 35 = [[Amu — Aulljo,;) — 0, n — oo,

for each u € K with |lul|—;5 < M. Hence, A,, converges uniformly to A as
m — oo and therefore A is completely continuous also. This completes the proof
of Lemma 2.4 O
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3. MAIN RESULTS

For convenience, we introduce the following notation. Let

W= (/Olg(S,s)h(s)ds)l; N:( . /:_Eg(t, S)h(s)ds)il;

e<t<l—e
, . flte)
o ) . + .
o= inf { tef?,lfle] p € C[Ep,p+Mo]}7
f(t, )
o 5 . + .
fo =sup { tren[(é)lﬁ] T “pe C[O,p-‘rMo]}’
t
Fo lm o sup max LB
lell—ra—e t€0.1] l@ll[=r.q]

t
= lim inf min M7
leli—ray—n  telei—e] [|@ll[=r,q]

Ju

(1 :=oc or 0).

Now, we impose conditions on f which we assure that ix (A, K,) = 1.
Lemma 3.1. Assume that
[ <w and u+# Au foru € OK,. (3.1)
Then ig (A, K,) = 1.
Proof. For u € 0K,, we have |lus + (uo)s|[[=r,aq) < p+ Mo, for all s € [0,1], ie.,
us + (uo)s € Clo,pt-1,) for any s € [0,1]. Tt follows from that for ¢ € [0, 1],
(Au)"=2)(t) = /1g(t,3)h($)f(8,us + (uo)s)ds
01
< [ ot oo+ () )

1
<pw/0 g(s,s)h(s)ds

=p = [lullj=ry-

This implies that ||Aul/—r < [Jul/[—rp for v € OK,. By Lemma (1), we have
ik(A K, =1.

Let u € 09, then for any s € [¢,1 — €], we have by Lemma ¢) that
||us + (UO)SH[f‘r,a] = sup (u(n_2)(3 + 9) + (UO)(n_Z) (S + 9))

oe[—T1,a

> sup u("_z)(s + 0) (since (uo)(”_2) (t) >0 for t € [—7,b])
0e[—r,a]

>ul""2)(s)

> (TL—Q) t —F

- fefglﬂe]u (t)=ap

By Lemma b), we have Q, C K ,, that is lull{—rp) < p. Thus, from (2.9) we get
HU’S + (UO)SH[f‘F,a] < ||u||[7‘r,b] + ||u0||[77',b] < 14 + MO; Vs € [07 1]
Hence

us + (ug)s € C%p’ piMy  foru €98, s € [e,1—¢]. (3.2)

Next, we impose conditions on f which assure that ix(A4,Q,) =0.
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Lemma 3.2. If f satisfies the condition

2,2 No  and u# Au  foru € 99Q,. (3.3)
Then ix(A,Q,) =0.
Proof. Let
—#;_1)!, nisodd, —7 <t <0,
e(t) = (H_tfn)zn!, niseven , —1 <t <0,

0<t<b.

It is easy to verify that e € C(»=2)([—7,b],R), e(t) > 0 for t € [~7,b], and

. .
el nisodd, —7 <t <0,

=2 (1) = 2(1177)2’ nis even, —7 <t <0,
£, 0<t<y,

which implies that e € K and [le[[[_,,;) = 1, that is e € 9K;. We claim that
u# Au+ e, uwedQ, A>0.

In fact, if not, there exist u € 9, and A\¢g > 0 such that u = Au + Aoe. Then by
(3.2)) for t € [e,1 — €], we get

w2 () = (Aw) "D (1) + Ao (1)

1
= /0 g(t7 S)h(S)f(S,us + (Uo)s)ds —+ )\0@(”*2) (t)
2/5 769@,5),,(3”(8% + (uo)s)ds+)\0%

1—¢
> min / g(t, s)h(s) f(s,us + (ug)®)ds + Ao

e<t<l—e

1—¢
-~ N& mi _
> pNo ESI%?fsl g(t, s)h(s)ds + \oT
>Tp+ Ao.

This implies that op > op + A\¢o, a contradiction. Moreover, it is easy to check
that u # Au for u € 99, from (3.3). Hence, by Lemma (2), it follows that
ix(A,Q,) =0. O
Theorem 3.3. If one of the following conditions holds:
(H7) There exist p1, p2, p3 € (0,00) with p1 < Tpa and pa < p3 such that
S <w, fg;z > No, u#Au foruedf,, and [f§*<w.
(H8) There exist p1, pa2, p3 € (0,00) with p1 < pa < Tp3 such that

fe,, =2 N, fi? <w, u#Au foruedK,, and f2 > No.

Then BVP (1.1)-(1.4) has two positive solutions. Moreover, if in (HT), f§' <w is
replaced by f§' < w, then (L.1)-(1.4) has a third positive solution us € K, .
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Proof. Suppose that (H7) holds. We show that either A has a fixed point u1 in
O0K,, orin Q,, \ K,,. If u # Au for u € 0K,, UJK,,, by Lemmas we
have ik(A, K, )=1,ix(A Q,,)=0andix(4, K,,B) = 1. Since p; < Tpg, we have
K, C Kz,, C £,, by Lemma (b). Tt follows from Lemma [2.2 . that A has a
fixed point u; € Q,, \ K, . Similarly, A has a fixed point up € K,, \ Q,,. The
proof is similar when (H8) holds. O

As a special case of Theorem we obtain the following result.
Corollary 3.4. Let £(t) = 0, n(t) = 0. If there exists p > 0 such that one of the
following conditions holds:

(H9) 0< fO <w, ff, > No, u# Au foru € 99, and 0 < > < w.

(H10) N<f0<oo 1§ <w, u# Au for u e 0K, and N < fs < 00.

Then BVP . ) has two positive solutions.
Proof. From &(t) = 0,n(t) = 0, it is clear that ug(t) = 0 for t € [—7,b], thus My = 0.
We now show that (Hg) implies (H7). It is easy to verify that 0 < f° < w implies
that there exists p; € (0,7p) such that f§' < w. Let k € (f>°,w). Then there exists
r > p such that max,eo,1] f(f, ) < kll@ll[—r,q for ¢ € C;Do) since 0 < f* < w.
Let

l= max{tren[éai] flt,o) @€ C[o . }, and p3 > max{ Rz p}.

Then we have

max f(t, ) < kll@llj—ra +1 < kps+1 <wps for ¢ € C})

t€[0,1] [0,p3]"

This implies that f{* < w and (H7) holds. Similarly, (H10) implies (HS8). O

By a similar argument to that of Theorem we obtain the following results
on existence of at least one positive solution of (|1.1))-(1.4).

Theorem 3.5. If one of the following conditions holds:
(H11) There exist p1, p2 € (0,00) with p1 < Tp2 such that

D' <w and f£2 > No.

gp2

(H12) There exist p1, p2 € (0,00) with p1 < p2 such that

2 >No and f{* <w.

ap1

Then BVP . . ) has a positive solution.
As a special case of Theorem we obtain the following result.

Corollary 3.6. Let £(t) = 0,n(t) = 0. If one of the following conditions holds:

(H13) 0 < fO <w and N < fo < 00.
(H14) 0<f°°<w and N < fo < o0.

Then BVP . ) has a positive solution.
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