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ABSTRACT

Nickel oxide (NiO) is a transparent conducting oxide (TCO) which has shown potential
for applications in the next generation of memristors for non-volatile resistive RAM
(RRAM), solar cells, spintronics, and other devices. Thus it is of interest to study the
intrinsic defects responsible for this resistive switching mechanism as well as other
impurities in order to improve desired characteristics. Density Functional Theory (DFT)
based ab initio calculations are used to study the electronic and optical properties as well
as the energetics and stability of defects and impurities when introduced into rock-salt
NiO. Exchange-correlation effects were included in the calculations within the generalized
gradient approximation where to better describe the d-orbitals of Ni and transition metal
(TM) dopants a Hubbard potential U contribution was added (GGA+U). Results also
considering a hybrid functional (HSE06) to treat the exchange correlation are shown for
both the pristine and altered systems. NiO systems containing defects and impurities were
studied using supercell grown along the [111] direction of 32 atoms to simulate the
anti-ferromagnetic (AFM) configurations. Stability was investigated through the
calculation of formation energies of these systems in order to discern what is most

energetically favorable.
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1. INTRODUCTION AND MOTIVATION

Nickel oxide (NiO) is a p-type transparent conducting oxide (TCO) which has shown
potential for a wide array of different applications in the next generation of memristors for
non-volatile resistive RAM (RRAM),' hole transport and extraction layers for organic
LEDs and solar cells,*”’, pseudocapacitor electrodes in electrochemical supercapacitors,®’
and spintronic devices.!” Thus it is of interest to study the intrinsic defects responsible for
this resistive switching mechanism as well as various dopants in order to improve the
desired material characteristics.

TCOs are, as the name implies, a classification of materials composed of O bound to
some sort of cation. These types of materials are used anywhere from catalytic
components to paint to semiconductors and may be generally divided into two types,
n-type and p-type. n-type materials have conduction and electronic properties attributed to
negative charge carriers, or electrons, while p-type materials attribute these to positive
charge carriers, or holes. For most device applications one needs both n- and p-type
materials, but a majority of TCOs fall within the n-type classification. Thus there is a
desire in the field to find and explore possible applications of p-type TCO’s, with pristine
NiO being studied extensively over the past couple decades for this purpose.'' !4
However, there still remains more to be done in the form of understanding how the
intrinsic defects contribute to the character of the material as well as exploring the
introduction of various impurities and dopants.

The primary motivation for use of NiO in RRAM devices stems from a mechanism
called resistive switching.!>!® With the application of an electric field along with thermal
effects, NiO may be placed in a low or high resistive state on demand that are then
registered as a ’0’ or ’1’ to act as a bit, similar to how low and high voltage states are used
in current memory devices. The driving force for this resistive switching is the formation
of filaments in the material when this electric field is applied, which are the result of the

migration of intrinsic defects when this field is applied. While there is some disagreement



in the literature as to which defect is more relevant for this mechanism, the majority of
studies seem to suggest O vacancies as the primary driver of resistive switching in NiO
and attributing the p-type character of the film to Ni vacancies.>*!>!® There is place then
for further and more accurate study of these systems and their energetics to help reinforce
one conclusion or another and help improve the description of this important feature.

In order to improve device behavior, doping NiO with various elements and growing
films in various device stacks has been investigated both experimentally and
theoretically.®!>17 The selection of which elements to study was done by finding areas in
the literature where there seemed some experimental interest, but the theoretical
description could be improved or different options explored in order to help guide future
experiment. To that end, the elements selected for this work were Cu, Ag, Fe, and C.

The electronic and optical character of Cu-doped NiO has been the subject of interest
for the better part of a decade, with contributions from experimental and theoretical
work.>%181? Doping Ni;_,O with Cu, has been experimentally shown to improve
transparency and conductivity, with optical band gap decreasing with increasing Cu
concentration from 3.2 eV to 2.96 eV for x = 0% - 10%.'82% Other experiments have
shown potential uses as a hole transport layer in scalable organic and inorganic cell
fabrication.>-2122

Moving down a row in the periodic table, Ag doping in NiO has also been investigated.
With similar motivation and concentrations studied as Cu doping,>* Ag doping offers
another option to improve performance in both organic and inorganic perovskite solar
cells by acting as a charge transport layer and improving the power conversion efficiency
in these devices.” Although from the literature it appears less work has been done with Ag
doping as opposed to Cu doping, Ag-doped NiO is a promising candidate for these
devices and may offer improvement over the more studied Cu-doped material. Thus

additional work is needed in order to determine the potential of Ag doping in NiO.



Although some work has been done with Fe-doped NiO, most studies have focused on
its application for spintronic devices and are generally fabricated within O-Rich

24-26

conditions with more recent work placing Fe-doped NiO as a strong candidate for

improving the well-known resistive switching behavior found in pristine NiO.>!>?7
Experimentally studied in concentrations up to 20%,® the electronic and optical properties
of Fe-doped NiO are of interest for potential use in improving NiO-based RRAM devices.
In recent work several papers have been published exploring the potential of growing
NiO in contact with graphene films in order to create new devices for these same
applications.??3 These heterostructures have been reported to yield improved

30 and some work has been

electrochemical properties and observed ’synergistic effects
done exploring the effect the introduction C may have on NiO as well as Ni doping on
graphene.?'* C is also reported to be commonly seen in fabricated films as an
unintentional dopant.’* However, current literature does not explore the energetics of C
replacing Ni vs. C replacing O, nor does it completely describe the effect either case may
have on the character and optical properties of the material.

For these reasons the defects and impurities selected here were investigated. In Chapter
2 the theoretical background of the primary tool used in this work, density functional
theory (DFT), is reviewed along with the approximations used and its implementation
within the computational code used to perform the calculations, the Vienna Ab initio
Simulation Package (VASP). The method for calculating optical properties from the real
and imaginary parts of the dielectric function and formation energies is described here as
well. Following this, Chapter 3 presents results for the systems studied describing the
electronic and optical characteristics for each defect or impurity investigated. Chapter 4
explores trends in the stability and energetics of NiO as a function of defect and doping
concentration via formation energy calculations in order to determine which of these were

energetically favorable and under what conditions. Chapter 5 gives conclusions and

suggestions for future work.



2. THEORY AND METHODOLOGY

The basis of density functional theory (DFT) is rooted in what are known as the
Hartree-Fock (HF) equations, the explicit solution of the Hamiltonian for an electron in a
system of interacting nuclei and electrons incorporating the Pauli Exclusion principle.
However, when one goes to actually evaluate these expressions for a non-trivial system
they encounter an exponential growth in the resources necessary to evaluate it due to the
the exchange-correlation component of the electron-electron interaction term, making the
exact solution for most systems too computationally expensive to reasonably evaluate.
Since computational time is finite, several approximations are made in order to come to a
usable solution while trying to maintain as much accuracy as possible. While unavoidable
with current technology, it is important to understand what these approximations are, how
they are implemented within the tools used, and how they may affect and impose

limitations on the results.

2.1 Hartree-Fock Equations

Starting from the one-particle Schrodinger equation:

.\ h2
() = = V20(r) + V() (r) = e(x) (1)
Where H is the Hamiltonian operator, ¥ (r) is the wavefunction of a single particle, m
is the mass of that particle, 7 is the reduced Planck constant, V is the standard vector
differential operator such that V? is the Laplacian, V/(r) is a potential term we will expand
later, € is the energy eigenvalue, and where the first term of the Hamiltonian gives the

kinetic contribution and the second the potential contribution.



If we improve our description and no longer consider a single isolated particle, but
instead a system of N interacting particles we go from the single-electron wavefunction

¥;(r) to the many-body wavefunction:

N

U(ry,..rn) = [ [ wilr) )

i=1

Using this in our previous expression, one obtains the many-body Schrédinger

equation:

HU(rq, .. Z ( — —v2 + V(rl))\II(rl, IN) = Eiq¥U(ry,..rn) ()

Where E,,; is the total energy of the many-body system. Expanding this for a system
of electrons and nuclei we would expect find in a crystal lattice, we can break this apart

into 5 terms for our Hamiltonian:
I:I\Il = (TTL + T€ + Unn + Uen + Uee)‘Ij - Etot\Il (4)

Where T,, is the kinetic contribution from the nuclei, T,; is the kinetic contribution
from the electrons, U, is the potential contribution from the coulombic interaction
between nuclei, U,,, is the potential contribution from the coulombic interaction between
nuclei and electrons, and U, is the potential contribution from the coulombic interaction
between electrons. Evaluating each remaining term for a system of N electrons with

summation indices i, j, and M nuclei with summation indices I, J, yields:*>

~ FL2 FL2 1 62 Z]ZJ
5 QPN QU N v A A v/
(-5 S z+2z4ﬁeo|RI_RJ|

D TR M) LR
47T€0|I‘—R]| Aeg |r; — 1y o



Applying the Born-Oppenheimer approximation, which will be discussed later, we
assume no ionic motion such that T,, = 0. Additionally, considering a single electron

instead of the entire system such that we neglect U,,,,, we obtain the Hartree equations:®

62

2
v — 1’|

Yi(r) = ei(r) (6)

However, as pointed out by Slater, these expressions only evaluate the coulombic
interaction between electrons, and do not consider the antisymmetry constraint of the
wavefunctions imposed by the Pauli exclusion principle. This is treated through the use of

a Slater determinant between two particles with orthogonal wavefunctions of the form:?’

W(ry,ra) = Y1(ry)ha(rs) = i ilrs) datr) (7

V2i(rs) s (r)

The Pauli exclusion principle is then incorporated into a new exchange-correlation term

Uxc, such that we obtain the new and improved Hartree-Fock equations of the form:**

eiwi(r) = [Te + Uen + Uee + UXC]wl(r) (8)

h? Ze?
() = =3 V) + 3 T prt(r)
¢ R

2m
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2 62
v — 1|
’ 62 x/ ! /
2 [ 05, ©)



Which comes out of the exact solution of the crystal Hamiltonian when incorporating
spin-states.**3° However, when using these expressions for large systems where N > 10
this becomes too computationally expensive to use primarily due to the

exchange-correlation term of the electron-electron interaction U x ¢ as previously stated.

2.2 Hohenberg-Kohn Theorems and Kohn-Sham Equations

In order to treat this, *Schrodinger-like’ Kohn-Sham equations are used in place of the
original wave-functions allowing the use of a functional in order to approximate the
exchange-correlation term. 042

Through the Rayleigh-Ritz variational principle*}, Hohenberg and Kohn prove two
theorems they put forth that allow for this approximation to work. The first, is that given
an electron density n(r) one is able to obtain a value for the potential energy of the ground
state with the use of a functional, i.e. that U can be evaluated with a functional
provided the electron density is known. The second is that for the ground state of the
system there is only one unique electron density that corresponds to this state.*’.

In the context of DFT, this idea is used to iteratively evaluate the energy of the system
in a self-consistent process in order to try to minimize the energy of the ground state. An
initial electron density is formulated from the crystal structure and atomic data provided
by the user, some parameter is varied such as atomic and/or electron position, the new
electron density is evaluated, and through the use of a functional the energy of the new
state and previous state is compared. If the new state resulted in a lower energy it is carried
forward and used to evaluate the next step as the new ’initial’ density. If the new state
resulted in a higher energy, it is discarded and another variation is attempted and compared
to the initial density once more. This process continues until the difference in energy
between steps meets a tolerance set by the user, at which case the self-consistent loop

exits, data for the resolved system is provided, and the calculation is declared complete.



2.3 Exchange Correlation Functionals

Which functional is used in this iterative process can have a drastic effect on the
converged solution from the calculation depending on the approximations made and how
energy is resolved from the electron density. While there are several to chose from, each
incorporates some sort of approximation due to the computational cost previously
discussed.

The most basic of these functionals is the local-density approximation (LDA)*#
which models the exchange-correlation interaction in equation (9) by assuming the

density is the same everywhere and neglects other contributions of the form:3%4°

1 [n(r)

EXPAIn(r)] = /n(r) (5 Fa— dr )n(r) d®r (10)

This leads to the trend that DFT often underestimates the band gap. A step up from this
is the generalized gradient approximation (GGA) in which the LDA contribution is taken
into account along with a gradient term for the charge density, discarding the assumption

of uniform density:!>#47

E}CégA[n(r)]:/Axc[n(r)]n(r)4/3dr3+/CXC[”;(I‘B;LZH(FH PBr (11)

Where Axc and Cx¢ are the first and third order coefficients to the gradient expansion
correction functional Fyo. GGA is an improvement over LDA, but still tends to
underestimate the band gap for the same reason. There are also a variety of forms for this
gradient, but the default implementation is generally that of Perdue, Burke, Ernzerhof
(PBE)** and is a good approximation for most systems and calculations. In the PBE
form, we break the exchange-correlation term into two separate exchange and correlation

terms respectively such that Exc = Ex + Eg.!5%4



Firstly, we have the exchange term:

E)G(GAPBE[TL(I'), S] _ /n(r> (% ﬁ‘(lj II'./)| dr/ )n(r)Fx(S) dgr (12)
Where:
Fx(s) :1+/<a——1+582/l€ (13)

s is the dimensionless density gradient:

(14)

with 1 =0.21951, and « = 0.804.

Secondly, we have the correlation term:

EgGApBE = [n4(r), ny(r)] = /n(r) (EéDA(rs, ¢) + H(rs,g,t)) dPr (15)

Where 7, is the Wigner-Seits radius:

3 1/3
"= (4wn<r)) (16)

(¢ corresponds to the net spin polarization where n 1 and n | correspond to the number of

n total electrons that are spin up or spin down respectively:

(== (17)
~|Vn()
= 5 Qkan(r) (1"

with spin-scaling factor ¢ (():

(140 + (1 - ¢
2

e(C) = (19)



the Thomas-Fermi screening wave number, which incorporates the effects of electric field

screening by electrons in a solid:*%>!
ks =) — (20)
and our Fermi radius, or radius of a sphere in k-space:
kp = (3m%n(r))Y? 1)

In continuing to improve the description of the system, a corrective term may be
introduced in order to account for the missing contribution from this approximation,
particularly for localized d- and f-orbitals in strongly correlated materials like NiO.3
Known as the Hubbard Potential,>>>* a constant energy value U is imposed on one or
several orbitals in order to better describe localized atomic orbitals at the top of the
valence band. Referred to as LDA+U or GGA+U, the selection of U value and orbital can
heavily influence the result of the calculation and should be selected carefully.*® In the
case of GGA+U, our functional for exchange and correlation becomes: !>

GG = B8N + 5 o (22)
2 VI
ij,0

Where p is the density matrix of the electrons in the orbital the Hubbard potential is
applied to and o is the spin quantum number. For additional details on the Dudarev
approach to the Hubbard potential energy and its implementation in DFT, see Reference™.
When doing calculations, U is a constant supplied by the user and chosen or optimized for
agreement with known experimental physical properties.* In this work we do not
uniquely determine the Hubbard potential used, but instead use a well-known U value

previously optimized for NiO in other work®!'>” and compare these results to those of the

following approach.
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Finally, these systems may be evaluated using some sort of hybrid functional which
mixes contributions from the GGA approximate solution and from the exact solution via

the Hartree-Fock equations previously discussed given by:>’
EYe™ = aBy" + (1 - a) B9 + BG4 (23)

Where « 1s a mixing parameter that determines the weight each contribution has to the
total energy. In this work the hybrid functional HSEO06 is used and mixes a 75% GGA
contribution with a 25% exact contribution, which corresponds to an o value of 0.25.

In this work we adopt the GGA+U approach with the previously stated +U of 5.3 eV
applied to the d-orbital of Ni and the transition metal impurities, which has been
previously tested and used in the literature to correctly reproduce important features such

2,15,27

as band gap and density of states for the pristine and Fe-doped systems, alongside the

HSEO06 approach and draw comparisons between the two.

2.4 VASP

DFT calculations were done using the The Vienna Ab Initio Simulation Package
(VASP).>3-62 In addition to the theory described above, VASP implements the
Born-Oppenheimer approximation where ionic motion is neglected, the non-valence core
states are considered ’frozen’, and the contribution of those electrons and the atom itself
are modeled using a pseudopotential while leaving the valence electrons explicitly able to
interact and are treated in the self-consistent calculation. While this is not strictly
necessary for convergence, and codes such as WIEN2k® do not use this idea and instead
explicitly evaluate the contribution of the core electrons, the idea of pseudopotentials is
implemented in VASP in the form of the POTCAR file.®! The pseudopotentials used in
this work were implemented using the projected augmented plane wave (PAW)

d62,64,65

metho and are generally available to the user as a repository. Additionally, since

11



1,2819 calculations were

NiO is well-known to be an anti-ferromagnetic (AFM) materia
done using spin polarization in order to account for this important feature.

In order to study the effect intrinsic defects and impurities have on the material within
this framework a supercell was constructed and used. For a 4 atom unit cell which may be
referred to as a 1x1x1 cell, a 32 atom 2x2x2 cell may be constructed by repeating the
principal unit cell along each lattice vector resulting in a larger conventional cell to be
treated when VASP replicates the lattice. The advantage of such an approach is that it
allows for greater granularity when studying various concentrations, where a 2x2x2 32
atom supercell allows for doping concentration to be evaluated in steps of 6.25% for a
single species (1 of 16 Ni or O), as opposed to 50% in the original 4 atom cell.
Unfortunately, as the system increases in size there is an exponential growth in the time
needed to converge the system as well. Thus it is up to the researcher how much
granularity they need and are able to obtain with the resources available to them, and how
long they are willing to wait for each individual calculation to finish. For the systems
described later on in this work, a typical runtime for NiO in a 32 atom 2x2x2 supercell
with spin polarization and some sort of defect or impurity would take about 3 hours to
converge with GGA+U, and about 1-2 days with HSE06 on the LEAP cluster here at
Texas State University.

As input, VASP generally takes the requires parameters in the form of 4 files. The
INCAR file, in which the technical parameters of the calculation such as convergence
criteria and functional are declared through the use of various ’tags’; the KPOINTS file, in
which the user defines their k-point mesh they wish to sample the crystal with; the
POSCAR file, in which the crystal structure and number of atoms in the unit or
conventional cell you wish to evaluate; and the POTCAR file, which contains the
pseudopotential data previously described. As output, the files of note are the CHGCAR
file, which contains the converged charge density of the system; the CONTCAR file,

which contains the new atomic positions if atoms were moved from their initial POSCAR

12



positions during a calculation with ionic relaxation; the EIGENVAL file, which contains
the list of energy eigenstates as a function of k-point and band number; the OUTCAR
which contains an overview of the calculation and the complex components of the
dielectric function for an optical calculation; and the WAVECAR file, which contains the
converged electron wavefunctions. Graphical representations of crystal structures and
charge densities were done with the use of the VESTA software.% The inclusion of
relativistic effects was examined using spin-orbit coupling (SOC) for the pristine material
and systems with transition metal impurities using the GGA+U approach. Aside from
slightly shifting the band gap by less than 0.1 eV, which is a well-known feature of SOC,%’
it was found that SOC had a negligible effect on the result of these calculations. Thus
calculations shown here and compared to the HSE06 approach do not include SOC.
Forces on the ions for each converged calculation were minimized to the order of 10

meV/A or less.?

2.5 Optical Properties

In order to evaluate the frequency dependent complex dielectric function and
subsequent optical properties of a system, one needs to use the INCAR tag LOPTICS.
This yields a 2nd rank symmetric tensor of size 3x3 with 3 unique diagonal and 3 unique
off-diagonal elements in the form of X, Y, Z, XY, YZ, and ZX respectively for both the
real and imaginary components of the dielectric function.’® These elements are tabulated
as a function of energy at the discrete points calculated by VASP and written to the

OUTCAR file of the calculation. Explicitly, VASP first finds the imaginary component e,

and uses this to find the real component ¢; using the Kramers-Kronig transformation:%7°
42e? . \2 3
ew) = {53 S [ GIM G (L= f)(Ey - B — w) &k (24)
i,J
2 [Pwel) .
alw) =1+ —P/ %(“)2 dw (25)
T Jo w?-w
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Where M is the dipole matrix, ¢ and j are initial and final states respectively, f; is the
Fermi distribution function for the i*" state, £; is the energy of the electron in the i*" state,
w is the frequency of the incident photon and P stands for the principal value of the
integral. Once the complex dielectric function has been obtained, the following
expressions may be used to derive the optical properties of the material where ¢; and ¢,
69,70

are the real and imaginary components of the function respectively.

For the refractive index n:

n(w

) = VE (W) + E(w) + e (w)'/? 26)
V2

For the extinction coefficient &:

k(w) = (27)

For the reflectivity R:

-
For the absorption coefficient a:
a(w) = kac(w) (29)
For the optical conductivity o
o(w) = =) (30)
For the energy loss function L:
Lw) = 52 31)
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Where each property also has an associated 3x3 2nd rank tensor with diagonal and

off-diagonal elements as with the original dielectric functions.

2.6 Formation Energies
The calculation of formation energies of a defect D in a crystalline solid in a charge

state ¢ was done using the following expression:’!
Ef[D%] = Eii[D] = Epoe[bulk] = > " njpui + (e + E,)g (32)

Since we have a few terms that need more description than is typical, let us list them

where for each term we have:

* E¢[D1]: The formation energy of the system under consideration.

* Ei,¢[D1]: The total energy of the system under consideration. Available in the

OUTCAR file output of a VASP calculation labeled as TOTEN.

* FEi.[bulk]: The total energy of the ’ideal’ version of system being considered, i.e.
without any defects. Available in the OUTCAR file output of a VASP calculation
labeled as TOTEN.

* n;: The number of atoms of element ¢ being added (+) or removed (-) where the

negative in front of the sum preserves the sign of this quantity.
* 1;: The chemical potential of element ¢.

* ¢7: The Fermi level for the defect or impurity being calculated. This value is
typically the highest occupied state and assigned as the valence band maximum
(VBM), however when calculating formation energy we may consider not only the
VBM, but also values within the band gap by incrementing this value from the
VBM to the conduction band minimum (CBM) resulting in the slope typical of

formation energy plots.!®
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* FE,: The valance band maximum (VBM) of the system under consideration.
* gq: The charged state of the system under consideration.

In the case where only the neutral charge states are considered such that ¢ = 0,

expression (32) then becomes:
E}[D] = Eiq[D] — Eror[bulk] = > " nip; (33)

Upfront this appears fairly simple, just calculate the value for each term and plug it in,
however the values for the chemical potential terms p; require a little more consideration.
How these chemical potentials were determined in the context of NiO is discussed in the

beginning of Chapter 4.
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3. RESULTS OF ELECTRONIC AND OPTICAL CALCULATIONS

All the crystal structures and charge density plots shown in this work were produced
using VESTA..® First, the electronic band structure, density of states, and optical
properties are all shown for pristine NiO. Subsequently, each of the defects and impurities
mentioned previously in Chapter 1 are studied in the same manner and compared to the
pristine material and each other. Here we use the notation of n Ap to denote a number of
n atoms of species A replacing n atoms of species B in the lattice. Crystal structures and
charge planes for each system are shown for the HSE06 case since there was no
significant difference between the GGA+U and HSEO06 functional in terms of ionic
relaxation. Charge planes shown are defined by [-1,2,-1] and contain the [111] direction,
where the charge density is normalized by the highest absolute value and displayed on a
scale from 0 to 1. Electronic band structures are plotted along the high symmetry lines of
the 1% Brillouin Zone with the Fermi Energy taken as the zero of energy. Lastly, with the
exception of the Cq case, optical properties shown here are all the X contribution of the
tensor described in Chapter 2 as the contribution of all diagonal elements were all within
5% of each other and considered isotropic, with off-diagonal elements of around 5 orders
of magnitude less and considered negligible in every case. In the case of Cy the X
contribution was anisotropic to both Y and Z, which were isotropic to each other, and thus
the X and Y directions are both plotted for this system. Each optical plot has dotted
reference lines for the lower and upper bounds of the visible range at 1.77 eV and 3.10 eV
(700 nm and 400 nm) respectively in order to facilitate the examination of features within
the visible and UV regimes, which are of particular interest for solar cell applications. It is
also worth noting that optical properties shown are only for direct transitions in the band

structure due to the Born-Oppenheimer approximation.
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3.1 Pristine NiO

In order to examine what effect the defects and impurities in question have on NiO, we
need to first establish what the crystal structure and behavior of the pristine material looks
like for each of the functionals we want to evaluate these systems with. First building our
unit cell and subsequent 2x2x2 supercell, electronic and optical properties are shown for

the pristine material within the GGA+U and HSE06 approaches.

3.1.1 Comparison of Functionals and Configurations

When building a unit cell for a material is it desirable to have the smallest possible unit
cell in order to mitigate the amount of computational resources needed to evaluate it. In
the case of NiO, the most important feature that needs to be maintained in this cell is the
AFM configuration of the Ni atoms along the [111] direction. Thus at the bare minimum
we need 2 Ni atoms and 2 O atoms along the 1x1x1 direction in a rock-salt structure in
order to describe this behavior as shown in Figures 1 and 2, where Ni 1 and Ni 2 are spin

up and spin down respectively.

Figure 1. NiO Unit Cell Crystal Structure.
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Figure 2. NiO Unit Cell Crystal Structure with Charge Density Plane.

This lattice structure is not unique to this work and has been used in other studies as

well and is comprised of the following lattice vectors with a previously relaxed lattice

constant of a = 4.19 A.1°

(A+1A+1A)

a; = alxX — —Z

! 2y 2
1. . 1.

az=a(=X+3 + =2) (34)
2 2
1. .

a3:a(§x+§y—|—z)

Although cells in different magnetic configurations with the same structure were
tested, namely a ferromagnetic system in which both Ni 1 and Ni 2 were spin up and a
non-magnetic system in which no spin was considered, the AFM case resulted in the
lowest minimized ground state energy for the system by about 3.2 eV with GGA+U,
agreeing with the experimental behavior. Following this, different functional approaches

were applied to the AFM system whose resulting band structures are compared in Figure 3.
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Figure 3. Comparison of Functionals for the NiO Unit Cell Band Structure. With the

zero of energy as the Fermi Level.

An indirect band gap from T to K is observed for NiO, in agreement with experiment.'*
Comparing these results to the experimental band gap of 3.4 - 4.3 eV, where this range is
the result of differing concentrations of native defects commonly seen during the
fabrication of NiO,!” we immediately see that the GGA functional alone tremendously
underestimates this value. Following this, we have GGA+U showing improvement over
GGA but still underestimating band gap by about 0.2 eV with HSE06 on the higher end of
the quoted experimental range. This discrepancy is attributed to the hybridization of O-p
with Ni-d, resulting in the Ni-d related conduction band being evaluated at a significantly
lower energy than it should, where this issue is addressed within the GGA+U approach by
the application of the previously described Hubbard potential to Ni-d.!> Thus the GGA
approach is shown to be insufficient in the case of even pristine NiO and is subsequently

neglected.
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3.1.2 The Supercell Method

In order to allow for more granularity in concentration when considering a defect or
impurity this initial 1x1x1 unit cell is repeated along each lattice vector in order to define
a new larger 2x2x2 conventional cell used in the calculation referred to as a 2x2x2
supercell. With 4 atoms initially, this new supercell now contains 32 atoms with the AFM

behavior maintained along the [111] direction as shown in Figures 4 and 5.

Figure 4. NiO 2x2x2 Supercell Crystal Structure.
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Figure 5. NiO 2x2x2 Supercell Crystal Structure with Charge Density Plane.

Looking now to the electronic character of pristine NiO, we have for GGA+U and

HSEO06 respectively the band structures in Figures 6 and 7 followed by the density of

states in Figures 8 and 9.
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Figure 7. NiO HSE06 Band Structure. With the zero of energy as the Fermi Level.
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Figure 9. NiO HSE06 Density of States.
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There are a couple important features to keep in mind going forward as we examine
how this behavior changes for each of the following systems. For the band structures of
both functionals we see an indirect band gap from I" towards F, which is different from the
T to K band gap seen in the unit. This is due to the shrinking of the cell size in reciprocal
space in response to the increased cell size, resulting in this feature moving towards the I"
point and is a known effect of the supercell method.* Additionally, the density of states
describes the VBM as being mainly O-p related but with a considerable Ni-d contribution
with the CBM being almost entirely described by Ni-d. The difference in the magnitude of
the band gap is attributed to less hybridization of Ni-d and O-p within the HSE06
approach, particularly at the top of the valence band. These features are in agreement with
previous theoretical calculations and with experiment.*!>1¢ Lastly, we have in Figure 10

the optical properties for each functional plotted and compared to each other.
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Figure 10. Comparison of NiO GGA+U and HSE06 Optical Properties. According to

0012345678

the expressions presented in section 2.5.

Although the energy position of the peaks are consistently blue-shifted in the case of

0.0

0123456738

HSEO06 due to the higher evaluated band gap, the features themselves are extremely

similar. Most notably, we see that pristine NiO has very low absorption and optical

conductivity in the visible and IR range due to its higher band gap. For subsequent

systems, the optical properties will be plotted against those of the pristine material of the

same functional to allow for more direct and easier comparison.
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