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Abstract 

Many biomechanics studies have small sample sizes and incorrect statistical analyses, so 

reporting of inaccurate inferences and inflated magnitude of effects are common in the 

field. This review examines these issues in biomechanics research and summarizes 

potential solutions from research in other fields to increase the confidence in the 

experimental effects reported in biomechanics. Authors, reviewers, and editors of 

biomechanics research reports are encouraged to improve sample sizes and the resulting 

statistical power, improve reporting transparency, improve the rigor of statistical analyses 

used, and increase the acceptance of replication studies to improve the validity of 

inferences from data in biomechanics research. The application of sports biomechanics 

research results would also improve if a larger percentage of unbiased effects and their 

uncertainty were reported in the literature. 
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Introduction 

Original research, peer-review, and replication in science are supposed to 

systematically advance human knowledge. This advancement in scientific knowledge is a 

complex, irregular phenomenon given unexpected discoveries, conflicting results, new 

paradigms, and technological advancements that all must be mediated through the social 

system of peer review in a field. Recently there has been an increasing ‘crisis of 

confidence’ in the accuracy and robustness of experimental results in a variety of 

scientific fields due to bias from errors in experimental design and statistical analysis 

(Begley & Ellis, 2012; Buchanan & Lohse, 2016; Button et al., 2013; Hoekstra, Morey, 

Rouder, & Wagenmakers, 2014; Ioannidis, 2005, 2012; Pashler & Harris, 2012).  These 

problems contribute to uncertainty in the true effect and the magnitude of effect in 

research reports. The robustness or consistency of effects across similar studies are a 

problem in some scientific fields because of the rarity of replication studies to support 

and refine the magnitude of effects (Klein et al., 2014; Makel, Plucker, & Hegarty, 2012). 

To what extent are these problems present in biomechanics research? In this 

review I examine the errors in sampling and statistical analyses in biomechanics research, 

as well as summarize solutions recently proposed to increase the confidence in inferences 

about experimental effects reported in the field. 

Sample Sizes and Effect Sizes in Biomechanics 

For results of scientific research to be robust and representative of a population of 

interest, sampling procedures and sample sizes need to be adequate. Problems in defining 

and obtaining adequate sampling include access to participants, cost, obtaining informed 

consent, unclear expectations for variability that must be assumed for sample size 
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calculations, and adjusting sample size calculations for complex and multiple statistical 

tests on dependent variables (Batterham & Atkinson, 2005). Consequently, pressures to 

minimize cost of research often result in studies with small sample sizes that introduce a 

number of biases including low statistical power, inconsistent results (poor replicability), 

and inflated effect sizes (Button et al., 2013; Ioannidis, 2005, 2008; Maxwell, 2004; 

Schweizer & Furley, 2014). Small sample sizes are the primary contributor to the large 

‘false positive’ rate in biomedical and psychological research, which is likely 10 times 

higher than the p < 0.05 incorrectly assumed by many researchers (Ioannidis, 2005; 

Simmons, Nelson, & Simonsohn, 2011).   Studies with small samples and their related 

problems are also common in biomechanics. 

Several studies have reported typical sample sizes in biomechanics research 

(Knudson, 2011, 2012; Knudson & Bahamonde, 2012).  Knudson (2011) reported the 

number of authors and sample sizes from the 2009 volumes of three applied 

biomechanics journals. Mean sample sizes ranged between 15 and 42, with median 

sample sizes between 12 and 18 for these three journals. These typical, small sample 

sizes in biomechanics research reports have not changed over the last 20 to 25 years 

(Knudson, 2012; Knudson and Bahamonde, 2012). 

Fraley and Vazire (2014) found the median sample sizes (70-180) of reports in 

top psychology journals resulted in low statistical power (50%) to detect typical effect 

sizes (d = 0.4) in that field. Given the typical samples sizes of biomechanics research are 

substantially lower than in psychology, it is likely that most biomechanics research has 

even lower statistical power and biased effect sizes than in psychology. 
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This inflation of the size of effects in biomechanics from small sample sizes can 

be seen in the effect sizes reported in the literature.  Figure 1 illustrates the distribution of 

130 effect sizes of statistically significant overall effects reported in ten recent meta-

analyses using biomechanical data (Barton, Levinger, Menz, & Webster, 2009; Bogaerts, 

Desmet, Slagmolen, & Peers, 2016; Brown, Brughelli, & Hume, 2014; Cheung, Chung, 

& Ng, 2011; Fernando et al., 2013; Fransz, Huurnink, Kingma, Verhagen, & van Dieën, 

2013; Hall, Barton, Remy, & Morrissey 2013; Mills, Hunt, Leigh, & Ferber, 2013; 

Napier, Cochrane, Taunton, & Hunt, 2015; Wicke, Keeley, & Oliver, 2013).  The median 

effect size for ‘significant’ effects in these biomechanics research studies (0.7) was 

between a medium and a large effect (Knudson, 2009).  Less than 10% of the reported 

effect sizes were at a generous definition (0.3) of a small effect.  One would logically 

expect more true small effect sizes, even though these extracted data do not include 

overall nonsignificant effects in these recent meta-analyses. This is especially true since 

these meta-analyses are what could be described as best case scenarios in the field, were 

there is greater external funding examining major health problems. More inflated effect 

sizes may be more likely in sports biomechanics were many studies may only have funds 

and access to small samples of athletes. 

One reason for the dearth of small effects in most biomedical sciences like 

biomechanics is the ‘publication bias’ or ‘file drawer’ effect.  Scientific journal editorial 

policies tend to be biased against accepting reports with nonsignificant effects (Csada, 

James, & Espie, 1996), so there are likely many unpublished studies relegated to 

researcher’s file drawers. Current publication and promotion incentives encourage 

researchers to ‘salami slice’ or submit ‘smallest publishable unit’ articles with small 
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sample sizes which are more likely to have inflated effect sizes (Button et al., 2013). The 

small sample sizes used in biomechanics has likely inflated the magnitude of the 

statistically significant effects reported in the field, which we will see in the next section 

is made worse by errors in statistical analysis that inflate the reporting of ‘false positive’ 

effects. 

Errors in Statistical Analysis in Biomechanics 

Several authors have pointed out consistent errors in the statistical analyses used 

in many biomechanics research reports. Many of these scholars have emphasized the high 

rate of ‘false positives’ likely in the biomechanics research results because of numerous 

statistical tests of dependent variables from the same data set that do not correct for 

inflation of the experiment-wise type I error rate (James & Bates, 1997; Knudson, 2005, 

2009; Morris, 1981; Mullineaux, Bartlett, & Bennett, 2001). Knudson (2005) reported a 

majority (73 to 81%) of applied biomechanics original research reports used multiple 

uncorrected statistical tests inflating the experiment-wise type I error rate. These fishing 

expeditions with uncorrected multiple statistical tests can even identify physically 

meaningless or illogical variables as having statistically significant effects (Austin, 

Mamdani, Huurlink, & Hux, 2006; Knudson 2007). 

Recent research has also shown that extracting data from biomechanical curves, 

which naturally have a relationship with other points on the curve, for statistical testing 

also inflates the ‘false positives’ observed with traditional null-hypothesis significance 

testing (Pataky, Vanrenterghem, & Robinson; 2015, 2016).  Unfortunately, small samples 

and errors in statistical testing also bias attempts at magnitude-based inference testing 
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(Gelman & Carlin, 2014), although recent research indicates this bias may be less than 

the bias in null-hypothesis significance testing (Hopkins & Batterham, 2016). 

Perhaps the most pernicious statistical errors reside in the gray area between 

research design/sample size and statistical analyses. Flexibility in data collection and 

statistical analysis, the so called ‘researcher degrees of freedom’ also contribute to the 

high rate of ‘false positive’ effects in the scientific literature (Simmons et al., 2011).  One 

common example is ‘p-hacking,’ the progressive statistical testing of results by 

researchers to determine when to terminate sampling/data collection. A recent survey of 

health and exercise scientists reported a significant bias of scholars towards ‘p-hacking’ 

when presented with scenarios to collect additional data in the hope of reaching an 

observed p value less than 0.05 (Buchanan & Lohse, 2016). Simmons and coworkers 

(2011) simulations show that researchers who statistically test two moderately correlated 

dependent variables double the false positive findings detected. They also show that 

researchers who perform preliminary statistical testing of sample sizes of 20 and 

detecting a significant effect, increase false positive findings 50% compared to studies 

using tests of an additional 10 samples. Biomechanics researchers testing small samples 

that reach statistical significance would also be more likely to report inflated and 

erroneous effects (Button et al., 2013) because of the greater influence of outlier 

observations in small samples relative to larger sample sizes. 

These errors in sampling and statistical analysis in a large percentage of 

biomechanics research represent a threat to the internal validity or accuracy of the results 

and knowledge generation in the field. The problem of untrue and biased effects has 

persisted in the scientific literature and biomechanics because some scholars do not keep 
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up with recent advances in research design and statistics, the low rates of replication of 

research results, (Ioannidis, 2005, 2012; Nosek, Spies, & Motyl, 2012; Pashler & Harris, 

2012), and weaknesses and inconsistency in peer-review (Knudson, Morrow, & Thomas, 

2014). 

Proposed Solutions 

Fortunately for researchers interested in improving the accuracy of the size of 

experimental effects and inferences in biomechanics, research and recommendations 

from other fields on these problems can be implemented. The following four solutions are 

based on this research and recent recommendations (Button et al., 2013; Nosek et al., 

2012; Simmons et al., 2011). It is the collective responsibility of authors, peer reviewers, 

and journal editors in to strive to improve the accuracy of the accumulated findings of 

published biomechanics research. These recommendations should also be included in 

graduate training in biomechanics. 

Improve Sample Size and Statistical Power 

Authors of biomechanics research should establish adequate sample 

size/termination of data collection a priori. Researchers should perform statistical power 

calculations to establish adequate sample sizes before a study using reasonable estimates 

of variability and the effect sizes expected. Adequate samples sizes are necessary because 

small samples bias results and inflate type I error with multiple statistical tests of 

dependent variables. Journal editorial policies should normally require authors to justify 

the adequacy of the sample size and address how representative the sample is of the 

population of interest. Authors interested in support for establishing adequate sample 
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sizes have several resources to justify their decisions (Abramson, 2011; Hopkins, 2006; 

Lenth, 2001). 

If inadequate resources result in an underpowered study, this limitation should be 

noted and the results interpreted as preliminary. The major decisions on sample size and 

statistical power of a study should normally be made prior to termination of data 

collection and statistical analysis. 

Improve Reporting Transparency 

Biomechanics authors should clearly disclose all methods, variables, and findings 

of their study. Readers of research reports need to know exactly how data were collected 

and all variables that were measured that influence the researcher degrees of freedom in 

the analysis and interpretation of the results. Treatment of missing or excluded data 

should also be clearly disclosed with its potential effects on the statistical analyses. 

Improvements in computing power and cost of data storage may one day allow archiving 

of the raw data of published studies, improving transparency, and the future integration of 

results of similar studies. 

Improve Statistical Analyses 

Biomechanics authors, reviewers, and editors should ensure all accepted papers 

follow journal submission requirements, current standards of statistical analysis (Curran-

Everett & Benos 2004; Greenland et al., 2016; International Committee of Medical 

Journal Editors 1997; Kirk 2001; Lang & Altman, 2013; Lang & Secic, 2006), and 

standards for data reporting and interpretation (Knudson, Elliott, & Hamill, 2014). 

Statistical analyses should account for inflation of the type I error rate when testing 

multiple dependent variables from the same data set (Knudson, 2009).  
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The controversy between null-hypothesis significance testing and magnitude-

based statistical inference (Hopkins, Marshall, Batterham, & Hanin, 2009; Wasserstein & 

Lazar, 2016; Welsh & Knight, 2015) means that uniform standards for statistical analysis 

can be difficult to determine.  Authors need to justify the statistical analysis that is used 

in a study on current statistical standards or other strong rationale. Whatever statistical 

analyses are used for inference from the data, the reports should report and interpret the 

magnitude (e.g., Cohen’s d, Glass’ delta, η2, or adjusted R2) of effects using appropriate 

standard deviations as estimates for population or athlete variability (Hopkins, Marshall, 

Batterham, & Hanin, 2009; Knudson, 2009).  Use of author and reviewer checklists for 

ensuring these important statistical issues are addressed (Nosek et al., 2012) should be 

used in biomechanics journals to facilitate these improvements in the literature. 

Increase Acceptance of Replication Studies 

Biomechanics authors, reviewers, and journal editors should support research that 

replicates findings that may be particularly important to the field. Direct replication of an 

important study could be to support effects and improve the estimate of the magnitude of 

the effect, especially if the original study had a small sample size and resulting low 

statistical power.  Direct replications of the original studies are valuable since conceptual 

replications can only provide indirect, general support or extension of when findings are 

similar. Failed conceptual replications have limited logic in order to refute original 

findings (Nosek et al., 2012) that may be in question from design and analysis flaws. 

Meta-analysis is also a valuable methodology to combine similar research, however 

missing information and serious flaws in some research precludes their inclusion in these 

analyses.  
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Replication can also be expensive, so collaboration, meaningful dependent 

variables, and the magnitude of effects that are worthy of replication in a field should be 

explored (Nosek et al., 2012). Nosek and coworkers also propose more expansive 

reforms to improve the accuracy of research results including peer-review focused on 

soundness rather than importance/novelty and initiatives to open up data collection, 

methods, and reporting.  Hopefully editorial teams will modify biomechanics journal 

policies to be more open to replication studies in the future. This would support 

identification of meaningful biomechanical effects and refinement of the magnitude of 

these effects. 

Conclusion 

Application of biomechanics research naturally depends on the accuracy of the 

results of research reports. Unfortunately, given many biomechanics studies utilize small 

sample sizes and incorrect statistical analyses, there is a substantial portion of 

biomechanics with overestimated size of effects, some of which are ‘false positives’ of 

null-hypothesis significance testing or meaningless effects given their magnitude. These 

weaknesses in many biomechanics research reports makes it difficult for readers to know 

if reported effects are true or the size reported.  The limited replication in sports 

biomechanics also means that these biased and sometimes false effects are often not 

corrected for many years. Biomechanics authors and reviewers can improve the accuracy 

of results in the field by improving sample sizes and the resulting statistical power, 

greater reporting transparency, improving the rigor of statistical analyses used, and 

increasing the acceptance of direct replication studies. Correct application of sports 

biomechanics research results (Knudson, Elliott, & Hamill, 2014) would improve if there 
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were a larger percentage of unbiased effects and their uncertainty were reported in the 

literature. 
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Figure 1. Distribution of statistically significant effect sizes reported in ten recent 
       biomechanics meta-analyses (see text for references). 




