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Colombeau’s theory and shock wave solutions for

systems of PDEs ∗

F. Villarreal

Abstract

In this article we study the existence of shock wave solutions for sys-
tems of partial differential equations of hydrodynamics with viscosity in
one space dimension in the context of Colombeau’s theory of generalized
functions. This study uses the equality in the strict sense and the associa-
tion of generalized functions (that is the weak equality). The shock wave
solutions are given in terms of generalized functions that have the classical
Heaviside step function as macroscopic aspect. This means that solutions
are sought in the form of sequences of regularizations to the Heaviside
function that have to satisfy part of the equations in the strict sense and
part of the equations in the sense of association.

Introduction

Let R̃+ := R+ ∪ {+∞}. Fix (α, β) in R+× R̃+ with α < β. Let ν be a function
in C∞

(
(R∗+)

3; [α, β[
)
satisfying some conditions to be introduced in §5. We

consider two associated systems of hydrodynamic equations with viscosity ν in
one space dimension. The system (S̃) consists of the equations

ρt + (ρu)x ≈ 0
(ρu)t + (p+ ρu

2)x ≈ {[ν ◦ (ρ, p, e)− α]ux}x
et + [(e+ p)u]x ≈ {[ν ◦ (ρ, p, e)− α]uux}x

e ≈ λp+ 1
2ρu

2 , λ ∈ R∗

and (S) consists of the two last equations and

ρt + (ρu)x = 0
(ρu)t + (p+ ρu

2)x = {[ν ◦ (ρ, p, e)− α]ux}x

where ρ is the density, u the velocity, p the pressure and e the total energy. The
symbol ≈ denotes the association relation in Gs(R2;R) (see §2). The purpose of
this paper is to study the existence of shock wave solutions (see §5) for the sys-
tems (S̃) and (S). More precisely, solutions with two constant states separated
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by a jump along a straight line. We know that, in theory of distributions, there
exists a unique (Heaviside) distribution Y such that Y|R∗− = 0, Y|R∗+ = 1 and
whose derivative Y′ is the Dirac distribution. The shock wave solutions for the
system (S̃) are given in terms of generalized functions that have the function
Y as macroscopic aspect (see [1] or [3]). These functions are called Heaviside
generalized functions in R. Also, recall that, for every Heaviside generalized
function H we have H |R∗− ≈ 0, H |R∗+ ≈ 1 and the derivative H

′ is associated
with all generalized function that have the Dirac distribution as macroscopic
aspect. The main results of this work are theorems 5.2 and 5.3. We will briefly
describe the content of this paper. Generally speaking we can affirm that in
the first four sections we collect the results to be used in the last one. In this
work, unless otherwise stated, E,F1, . . . , Fm and G denote K− Banach spaces
(where K denotes either R or C). F denotes a K− Banach algebra (as a K−
Banach space) and Ω (resp. Ω′) denotes an open subset of E (resp. F ). In
§1 we fix some basic definitions about the space of simplified generalized func-
tions Gs(Ω;F ). In §2 we introduce the association relation in Gs(Ω;K) (when
E = Rn) and we present some basic properties about the Heaviside generalized
functions, although we omit well known proofs. In §3 we introduce the notion
of composite function and we present a result about inverse multiplicative, for
a certain class of generalized functions (adequate to the requirements of this
work). This composition ν ◦ (ρ, p, e) is “very delicate”, it is a special case on
composition of generalized functions. We need the inverse multiplicative when
we study the system (S). In §4 we discuss properties of functions of the form
ϕ◦(a1H1+b1, . . . , amHm+bm) where H1, . . . , Hm are Heaviside functions under
certain conditions. The propositions 4.2, 4.3 and 4.4 are fundamental for the
study of existence of shock wave solutions for the systems (S) and (S̃). In §5 we
study the initially proposed problem. We show that a necessary and sufficient
condition in order that the system (S̃) has a solution (ρ, u, p, e) is that the jump
conditions and two relations of technical nature are held (see theorem 5.1). By
using the proposition 4.3 and the theorem 5.1 we get a result on existence of
solutions. According to which the system (S̃) has shock wave solutions if and
only if the jump conditions hold (see theorem 5.2). Also we exhibit that the
first two equations of the system (S) can not have shock wave solutions, which
takes us to a result on nonexistence of solutions (see theorem 5.3).

In [2] it was studied an analogous problem for systems when the viscosity
function ν depends only on ρ. More precisely, ν is a strictly increasing function
(under certain conditions) when the system is considered with all equations in
the sense of association and ν(x) = x2 when we consider the equality in the
first equation. This work constitutes a considerable advancement of the results
contained in [2]. In the present paper an additional complication arises from the
expression ν ◦ (ρ, p, e), which requires the hard study of composition and inverse
multiplicative of generalized functions in the sense of Colombeau’s theory. A
considerable amount of technical computations is developed to deal with the
proposed problem. The basic references for Colombeau’s theory are [1], [3], [4]
and [5]. The general notations not mentioned in this work are those of [1].
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1 The algebra Gs(Ω;F )

We denote by (the same symbol) | · | the norms in the considered spaces. The
symbol L(F1, . . . , Fm;G) denotes the space of continuous m - linear mappings
from product space Fm := F1 × · · · × Fm into G endowed with the norm

| · |m:A ∈ L(F1, . . . , Fm;G) 7→ sup
|yi|=1

1≤i≤m

|A(y1, . . . , ym)| ∈ R+ .

If F1 = · · · = Fm = F this space is denoted by L(mF ;G) and L(0F ;G) =: G.
Let Es[Ω;F ] := {u ∈ F ]0,1]×Ω | u(ε, ·) ∈ C∞(Ω;F ) for all ε ∈]0, 1]} be. If p ∈ N
and x ∈ Ω we set u(p)(ε, x) := [u(ε, ·)](p)(x). The notation K ⊂⊂ Ω means
that K is a compact subset of Ω and |u(p)(ε, ·)|p,K := supx∈K |u

(p)(ε, x)|p. Let
Es,M [Ω;F ] denote the algebra of all u ∈ Es[Ω;F ] such that for each K ⊂⊂ Ω
and each p ∈ N there is N ∈ N such that |u(p)(ε, ·)|p,K = o(ε−N ) as ε ↓ 0. By
Ns[Ω;F ] we denote the set of all u ∈ Es[Ω;F ] such that for each K ⊂⊂ Ω and
each (p, q) ∈ N × N we have |u(p)(ε, ·)|p,K = o(εq) as ε ↓ 0. The Colombeau
algebra of generalized mappings on Ω with values in F is defined by

Gs(Ω;F ) :=
Es,M [Ω;F ]

Ns[Ω;F ]
.

If F = K we write Gs(Ω) instead of Gs(Ω;K) and a similar notation is used for
sets that generate (as well as for subsets of) Gs(Ω;K). We indicate by Gs,`b(Ω;F )

the set of maps f ∈ Gs(Ω;F ) which have a representative f̂ such that for each

K ⊂⊂ Ω there are C > 0 and η ∈]0, 1] satisfying |f̂(ε, x)| ≤ C for all (ε, x) in
]0, η[×K. If fi ∈ Gs(Ω;Fi), 1 ≤ i ≤ m, we denote by (f1, . . . , fm) the class of

(f̂1, . . . , f̂m): (ε, x) ∈]0, 1]× Ω 7→
(
f̂1(ε, x), . . . , f̂m(ε, x)

)
∈ Fm

where f̂i is an arbitrary representative of fi. In this case, f1, . . . , fm are called
the components of (f1, . . . , fm). We denote by Es,M [Ω; Ω′] the set of all u in
Es,M [Ω;F ] such that u(]0, 1] × Ω) ⊂ Ω′. By Es,M,∗[Ω; Ω′] we denote the set
of all u ∈ Es,M [Ω; Ω′] such that for each K ⊂⊂ Ω there are K ′ ⊂⊂ Ω′ and
η ∈]0, 1] such that u(]0, η[×K) ⊂ K ′. We indicate by Gs,∗(Ω;Ω′) the set of all
elements of Gs(Ω;F ) which have at least a representative in Es,M,∗[Ω; Ω′]. If
(u,w) ∈ Es[Ω; Ω′]× Es[Ω′;G], let w ◦ u ∈ Es[Ω;G] be defined by

(w ◦ u)(ε, x) := w(ε, u(ε, x)) , ((ε, x) ∈]0, 1]× Ω) .

If dimF < +∞ and (f, g) ∈ Gs,∗(Ω;Ω′) × Gs(Ω′;G) we define the composite
function

g ◦ f := ĝ ◦ f̂ +Ns[Ω;G]

where f̂ ∈ Es,M [Ω; Ω′] and ĝ are arbitrary representatives of f and g, respec-
tively.
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Let Es,M (F ) be the set of all µ ∈ F ]0,1] such that there is N ∈ N satisfying
|µ(ε)| = o(ε−N ) as ε ↓ 0 and let Ns(F ) be the set of all functions µ ∈ Es,M (F )
such that for each q ∈ N we have |µ(ε)| = o(εq) as ε ↓ 0. The algebra of the
Colombeau generalized vectors in F is defined by

F̄s :=
Es,M (F )

Ns(F )
.

We can identify F with a subspace of F̄s and F̄swith a subspace of Gs(Ω;F ).
The elements of the image of F̄s in Gs(Ω;F ) are called generalized constants.

2 Association and Heaviside GFs

In this section will be considered the cases E = Rn and F = K. We say that
an element f in Gs(Ω) is associated with 0 (indicated by f ≈ 0) if for some

representative f̂ of f we have f̂(ε, ·) → 0 in D′(Ω) as ε ↓ 0. We say that two
elements f and g in Gs(Ω) are associated with each other if f − g ≈ 0.
The next result follows from dominated convergence theorem.

Proposition 2.1 Let (φ, f) ∈ KΩ × Gs,`b(Ω) be such that f̂(ε, ·)→ φ a.e. in Ω

as ε ↓ 0 for some representative f̂ of f . Then, f̂(ε, ·)→ φ in D′(Ω) as ε ↓ 0. In
particular, if φ ∈ C∞(Ω) then f ≈ φ.

We indicate by Y the classical Heaviside step function: Y(λ) = 0 if λ < 0 and
Y(λ) = 1 if λ > 0. An element H ∈ Gs(R) is said to be a Heaviside generalized

function in R if there is a representative Ĥ of H such that Ĥ(ε, ·)→ Y in D′(R)
as ε ↓ 0. We indicate by H(R) the set of all Heaviside generalized functions
in R. We denote by Hp(R) the set of all elements H in Gs,`b(R) which have a

representative Ĥ such that Ĥ(ε, ·)→ Y in R∗ as ε ↓ 0. We denote by

Λ := {ϕ ∈ D(R) | ϕ ≥ 0 , ϕ(0) > 0 , supp(ϕ) ⊂ [−1, 1] and

∫
ϕ = 1} .

Lemma 2.1 There exists u ∈ Es,M [R] such that 0 ≤ u(ε, ·) ≤ 1 in R, u(ε, ·) ≡ 1
in ] − ε

4 ,
ε
4 [ and supp[u(ε, ·)] ⊂ [−

3ε
4 ,
3ε
4 ], for all ε ∈]0, 1]. Then, if v is defined

by v := 1 in ]0, 1]×R− and v := u in ]0, 1]× R+, we have 0 ≤ v(ε, ·) ≤ 1 in R,
supp[v(ε, ·)] ⊂]−∞, ε[ and v(ε, ·) ≡ 1 in ]−∞, ε4 [, for all ε ∈]0, 1].

Proof If ϕ ∈ Λ the function u: (ε, x) 7→ [χ(ε, ·) ∗ ϕ̂( ε4 , ·)](x) satisfies the re-
quired properties, where ϕ̂: (ε, x) 7→ ε−1ϕ(ε−1x) and χ(ε, ·) is the characteristic
function of [− ε2 ,

ε
2 ].

We say that a function Ĥ ∈ Es,M [R] verifies the property (Hr) if there is

µ ∈ R∗+
]0,1] such that limε↓0 µ(ε) = 0 and Ĥ(ε, λ) = 0 (resp. Ĥ(ε, λ) = 1) for

λ < −µ(ε) (resp. λ > µ(ε)), (ε ∈]0, 1]). We indicate by Hr(R) the set of all
elements of Gs,`b(R) which have a representative verifying the property (Hr).
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Proposition 2.2 Let µ ∈ Es,M (R) be such that µ ≥ 1 in ]0, 1]. Then, there

exists V̂ ∈ Es,M [R;R] verifying the following properties: (Hr), 0 ≤ V̂ ≤ µ in

R×]0, 1], V̂ (ε, ·) ≡ µ(ε) in [−ε, ε] for all ε ∈]0, 1], and for each K ⊂⊂ R∗ there

is η ∈]0, 1] such that 0 ≤ V̂ ≤ 1 in ]0, η[×K.

Proof If ϕ ∈ Λ we consider the function u: (ε, x) 7→ [χ(ε, ·) ∗ ϕ̂( ε4 , ·)](x) where
ϕ̂: (ε, x) 7→ ε−1ϕ(ε−1x) and χ(ε, ·) is the characteristic function of [− 3ε2 ,

3ε
2 ]. The

function V̂ : (ε, x) 7→ 1+ v(ε, x)[µ(ε)u(ε, x)− 1] satisfies the required properties
(where v is as in lemma 2.1).

Proposition 2.3 If ϕ ∈ Λ and Ĥϕ: ]0, 1]× R→ R is defined by

Ĥϕ(ε, λ) :=

∫ λ
−∞

1

ε
ϕ

(
t

ε

)
dt , ((ε, λ) ∈]0, 1]× R)

we have 0 ≤ Ĥϕ ≤ 1 in ]0, 1] × R and Ĥϕ(ε, λ) = 0 ( resp. Ĥϕ(ε, λ) = 1) for

λ ≤ −ε ( resp. λ ≥ ε), for all ε ∈]0, 1]. Furthermore, if Hϕ is the class of Ĥϕ
then Hϕ ∈ Hr(R).

Remark 2.1 Denoting by HΛ(R) := {Hϕ ∈ Gs(R) | ϕ ∈ Λ}, where Hϕ is
defined as in previous proposition, we have

HΛ(R) ⊂ Hr(R) ⊂ Hp(R) ⊂ H(R) .

Remark 2.2 If H,K ∈ Hp(R), we do not necessarily have HK ′|R∗ ≈ 0.
Indeed, if v as in lemma 2.1, we consider H and K represented respectively by

Ĥ: (ε, x) 7→ 1+v(ε, x)
[
ε
1
4 cos(

x

ε
)− 1

]
, K̂: (ε, x) 7→ 1+v(ε, x)

[√
εsen(

x

ε
)− 1

]
.

The presented result as follows is a useful tool for the study of solvability of
the systems (S) and (S̃).

Proposition 2.4 If f, g ∈ Gs(Rn) and S is a C∞ - diffeomorphism of Rn onto
itself such that JS(x) > 0 for all x ∈ Rn (JS denotes the jacobian of S ) the
following statements are held.

(a) (g◦S)|Ω ≈ 0 (resp. (g◦S)|Ω = 0) if and only if g|S(Ω) ≈ 0 (resp. g|S(Ω) = 0)
and (f ◦ S−1)|S(Ω) ≈ 0 (resp. (f ◦ S

−1)|S(Ω) = 0) if and only if f |Ω ≈ 0
(resp. f |Ω = 0).

(b) If W is an open subset of Rn and π: (λ, t) ∈ Rn × Rm 7→ λ ∈ Rn then
(f ◦ π)|W×Rm ≈ 0 if and only if f |W ≈ 0 and (f ◦ π)|W×Rm = 0 if and
only if f |W = 0.

Proof The result follows by a minor modification in the proof of the Proposition
2.11 in [2].
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Given y ∈ C∞(R;R) consider the associated functions

y∗ : (x, t) ∈ R2 7→ x− y(t) ∈ R and S : (x, t) ∈ R2 7→ (y∗(x, t), t) ∈ R2 . (2.1)

We have S(Ω) = y∗(Ω)× R for Ω = Ω−, Ω+, Ω∗, R2 where

Ω− := {(x, t) | y
∗(x, t) < 0} , Ω+ := {(x, t) | y

∗(x, t) > 0} and Ω∗ := Ω−∪Ω+ .

By using the proposition 2.4 we have the following result.

Corollary 2.1 If Ω is an open subset of R2 such that S(Ω) = y∗(Ω) × R and
f ∈ Gs(R) then, (f ◦ y∗)|Ω ≈ 0 if and only if f |y∗(Ω) ≈ 0 and (f ◦ y

∗)|Ω = 0 if
and only if f |y∗(Ω) = 0.

The result below follows from definitions of generalized Heaviside functions and
corollary 2.1.

Corollary 2.2 If H ∈ H(R) the following statements are held.

(a) (H ◦ y∗)|Ω− ≈ 0 , (H ◦ y
∗)|Ω+ ≈ 1 and (H ◦ y

∗)x|Ω∗ ≈ 0.

(b) If (αj , Hj) ∈ N∗ ×Hp(R), 1 ≤ j ≤ m, then, (H
α1
1 · · ·H

αm
m ) ◦ y

∗ ≈ H ◦ y∗.

Proposition 2.5 Let Φ ∈ Gs(R2) be such that Φx = 0 and Φ|Ω ≈ 0 for some
open subset Ω of R2 such that S(Ω) = y∗(Ω)× R. Then Φ ≈ 0.

Proof Aiming to verify that Φ ◦S−1 ≈ 0, let Φ̂ be a representative of Φ and we
suppose that Ω 6= R2. If ψ ∈ D(R2) and ϕ ∈ D(R), with supp (ϕ) ⊂ y∗(Ω) and∫
ϕ = 1, let (ϕ0, ψ0) ∈ D(R)×D(R2) be such that

ψ(λ, t) = ϕ(λ)ϕ0(t) +
∂ψ0

∂λ
(λ, t) .

Therefore, since (Φ ◦ S−1)|S(Ω) ≈ 0 and (Φ ◦ S
−1)λ = Φx ◦ S−1 = 0, we have

< (Φ̂ ◦ S−1)(ε, ·) , ψ >→ 0 as ε ↓ 0.

From previous proposition and corollary 2.2(a) follows the next result (see
also [1], 6.3.1).

Proposition 2.6 Let (f,H, a, b) ∈ Gs(R2) × H(R) × R2 be such that f |Ω∗ ≈ 0
and a(H ◦ y∗) + b(H ◦ y∗)x ≈ fx. Then a = b = 0 and f ≈ 0.

3 Special cases of composition and invertibility

In this section we will introduce the notion of composite function and we will
present a result about inverse multiplicative, for a certain class of generalized
functions. Further information about these subjects can be found in [6]. In this
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part suppose that F = Rm. Fix α = (α1, . . . , αm) and β = (β1, . . . , βm) in
(R̃+)

m with α < β. We will use the notations

Iβα :=

m∏
i=1

]αi, βi[ , [α, β] :=

m∏
i=1

[αi, βi] and ]α, β] :=

m∏
i=1

]αi, βi]

and we will consider Ω′ = Iβα ⊂ (R̃
∗
+)
m (where R̃∗+ := R

∗
+ ∪ {+∞}).

Let Es,M,�[Ω; Iβα ] denote the set of all u ∈ Es,M [Ω;R
m] such that for each

K ⊂⊂ Ω there are (η, a, b) ∈]0, 1] × Iβα × I
β
α , a < b, and µ = (µ1, . . . , µm) in

]α, a]]0,1] such that [ε 7→ (µi(ε) − αi)
−1] ∈ Es,M (R) for all i = 1, . . . ,m and

u(ε, x) ∈ [µ(ε), b] for all (ε, x) ∈]0, η[×K.
We indicate by Gs,⊗(Ω; Iβα) the set of all elements of Gs(Ω;R

m) which have
a representative in

Es,M,⊗[Ω; I
β
α ] := Es,M [Ω; I

β
α ] ∩ Es,M,�[Ω; I

β
α ] .

We denote by Es,QM [Iβα ;G] the set of all w ∈ Es[I
β
α ;G] such that for each

(p, a, b) ∈ N × Iβα × I
β
α , a < b, and each µ = (µ1, . . . , µm) ∈]α, a]]0,1] such that

[ε 7→ (µi(ε) − αi)−1] ∈ Es,M (R), (1 ≤ i ≤ m), there are N ∈ N, C > 0 and
η ∈]0, 1] satisfying

sup
y∈[µ(ε),b]

|w(p)(ε, y)|p ≤ Cε
−N , (0 < ε < η) .

We define C∞s,QM [I
β
α ;G] := C

∞(Iβα ;G) ∩ Es,QM [I
β
α ;G].

Proposition 3.1 We have w ∈ Es,QM [Iβα ;G] if and only if for each (γ, a, b)
in Nm × Iβα × I

β
α , a < b, and for each µ = (µ1, . . . , µm) ∈]α, a]]0,1] such that

[ε 7→ (µi(ε) − αi)−1] ∈ Es,M (R), (1 ≤ i ≤ m), there are N ∈ N, C > 0 and
η ∈]0, 1] satisfying

sup
y∈[µ(ε),b]

|∂γw(ε, y)| ≤ Cε−N , (0 < ε < η) .

If (f, ϕ) ∈ Gs,⊗(Ω; Iβα)× C
∞
s,QM [I

β
α ;G] we define the composite function

ϕ ◦ f := ϕ ◦ f̂ +Ns[Ω;G]

where f̂ ∈ Es,M [Ω; Iβα ] is any representative of f .
To check the following result see [6], 3.6.

Proposition 3.2 If dimE < +∞ and f ∈ Gs,⊗(Ω; Iβα) then f (resp. f − α)

has an inverse multiplicative and f̂−1 (resp. (f̂ − α)−1) is a representative of

f−1 (resp. (f − α)−1), for every f̂ ∈ Es,M [Ω; Iβα ] representative of f .

4 On some shock wave functions

In this and the next section, if Ω is an open subset of R (or Rm) we will write
Gs(Ω) instead of Gs(Ω;R). A similar notation will be used for sets that generate
(as well as for subsets of) C∞(Ω;R), Es,QM [Ω;R] and Gs(Ω;R).
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Hypothesis 4.1 (For propositions 4.1 and 4.4) Fix (α, β) in R+ × R̃+ with
α < β and (a, b) in R∗+ × R

∗
+ with a < b. Let ∆ := a− b and ν ∈ C∞(R∗+) be

a strictly increasing function such that Im(ν) = Iβα . Let νr := ν(a), ν` := ν(b),
∆ν := νr − ν` and θ := (∆ν)−1(α− ν`).

Proposition 4.1 If ν−1 ∈ Es,QM [Iβα ] then for each µ ∈ [1, θ[
]0,1] such that

[ε 7→ (∆νµ(ε) + ν` − α)−1] ∈ Es,M (R) and ν(aε) ≤ ∆νµ(ε) + ν` for all ε in

]0, 1], there exists a function Ĥ ∈ Es,M [R] verifying the following properties:
(Hr), (4.1), (4.2) and (4.3), where

sup
x∈R
|Ĥ(ε, x)| ≤

aε− b

∆
, (ε ∈]0, 1]) (4.1)

(∀K ⊂⊂ R∗)(∃η ∈]0, 1]) | sup
(ε,x)∈]0,η[×K

|Ĥ(ε, x)| < −
b

∆
(4.2)

Ĥ(ε, ·) ≡
ν−1

(
∆νµ(ε) + ν`

)
− b

∆
in [−ε, ε] , (ε ∈]0, 1]) . (4.3)

Furthermore, if H is the class of Ĥ we have H ∈ Hr(R) \ HΛ(R).

Proof Consider Ĥ := ∆−1[ν−1 ◦ (∆νV̂ + ν`)− b] (where V̂ is given in proposi-

tion 2.2) and χ: ε 7→ ∆νµ(ε) + ν`. Then χ ≤ ∆νV̂ + ν` ≤ ν` in ]0, 1]× R and

[ε 7→ (χ(ε)−α)−1] ∈ Es,M (R). Therefore, ∆νV̂ + ν` ∈ Es,M,⊗[R; Iβα ]. If V is the

class of V̂ then ν−1 ◦ (∆νV̂ + ν`) is a representative of ν−1 ◦ (∆νV + ν`). The

function Ĥ satisfies the required conditions.

Hypothesis 4.2 (For definition 4.1 and propositions 4.2 and 4.3) The follo-
wing data are considered.

(a) Two elements a = (a1, . . . , am) and b = (b1, . . . , bm) in (R
∗
+)
m such that

a < b. We define ∆ı := aı − bı , ı = 1, . . . ,m.

(b) Two elements α∗ = (α1, . . . , αm) and β∗ = (β1, . . . , βm) in (R̃+)
m with

α∗ < β∗ and a function ν∗ = (ν1, . . . , νm) ∈ C∞(R∗+;R
m) such that each

component of ν∗ is an increasing function. Let us suppose that {1, . . . ,m}
is a reunion of two disjoint subsets I and J such that νı (resp. ν) is
strictly increasing, with image Iβıαı (resp. not strictly increasing, with
image contained in [α, β[) for each ı ∈ I (resp.  ∈ J).

Definition 4.1 If α(s) := α1+ · · ·+αm and β(s) := β1+ · · ·+βm, we indicate

by ν(s) the function (y1, . . . , ym) ∈ (R
∗
+)
m 7→

∑m
ı=1 νı(yı) ∈ I

β(s)
α(s) . If α > 0 for

each  ∈ J, α(π) := α1 . . . αm and β(π) := β1 . . . βm, we consider the function

ν(π): (y1, . . . , ym) ∈ (R
∗
+)
m 7→

∏m
ı=1 νı(yı) ∈ I

β(π)
α(π) .

For ν = ν(s), ν(π) we will consider νr := ν(a), ν` := ν(b) and ∆ν := νr − ν`.
In propositions 4.2 and 4.3, (ν, α, β) it indistinctly indicates (ν(s), α(s), β(s)) or
(ν(π), α(π), β(π)). Let us recall that Y denotes the classical Heaviside function.
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Proposition 4.2 Let (H1, . . . , Hm) in Gs(R;Rm) be. Assume that each Hı,

1 ≤ ı ≤ m, has a representative Ĥı such that (Ĥı, aı, bı,∆ı) verifies (4.1). Then
the following assertions hold.

(a) f̂ = (f̂1, . . . , f̂m) := (∆1Ĥ1 + b1, . . . ,∆mĤm + bm) ∈ Es,M,⊗[R; (R∗+)
m].

If f = (f1, . . . , fm) := (∆1H1 + b1, . . . ,∆mHm + bm) and each component of ν∗
belongs to Es,QM [R∗+] we have furthermore,

(b) ν ∈ Es,QM [(R∗+)
m] (and hence ν ◦ f̂ is a representative of ν ◦ f)

(c) if Ĥı(ε, ·) → Y in R∗ as ε ↓ 0, (1 ≤ ı ≤ m), then (ν ◦ f̂)(ε, ·) → ν` (resp.
νr) in R

∗
− (resp. R

∗
+) as ε ↓ 0 and (∆ν)

−1(ν ◦ f − ν`) ∈ Hp(R)

(d) if 1 ∈ I and [ε 7→ (ν1(rε) − α1)
−1] ∈ Es,M (R) for each r > 0 then, the

function ν ◦ f̂ ∈ Es,M,⊗[R; Iβα ], (ν1 ◦ f1 − α1)(ν ◦ f − α)
−1 ∈ Gs,`b(R) and(

ν1 ◦ f̂1 − α1

ν ◦ f̂ − α

)
(ε, ·)→

{
λ` in R∗−
λr in R∗+

as ε ↓ 0 (4.4)

where λ` := [ν1(b1)−α1](ν` −α)−1 and λr := [ν1(a1)−α1](νr −α)−1. In
the case of (ν, α, β) = (ν(π), α(π), β(π)) we set the additional assumption
αı > 0 whenever 2 ≤ ı ≤ m.

Proof The statements (a), (b), (c) and (4.4) are clear. On the other hand, since
ν1(a1ε)−α1 ≤ ν(s)(aε)−α(s) and (ν1(a1ε)−α1)α2 . . . αm ≤ ν(π)(aε)−α(π) we

get ν ◦ f̂ ∈ Es,M,⊗[R; Iβα ]. From the conditions (ν1 ◦ f̂1−α1) ≤ ν(s) ◦ f̂−α(s) and

(ν1 ◦ f̂1 − α1)α2 . . . αm ≤ ν(π) ◦ f̂ − α(π) in ]0, 1]×R it follows that the element
(ν1 ◦ f1 − α1)(ν ◦ f − α)−1 ∈ Gs,`b(R).

Proposition 4.3 Suppose that νı ∈ Es,QM [R∗+] and ν
−1
ı ∈ Es,QM [Iβıαı ] for each

ı ∈ I and that ν ≡ α in R
∗
+ for each  ∈ J. Then, there are H1, . . . , Hm in

Hr(R) \ HΛ(R) such that

[ν ◦ (∆1H1 + b1, . . . ,∆mHm + bm)− α]H ′ ≈ 0
[ν ◦ (∆1H1 + b1, . . . ,∆mHm + bm)− α]HH ′ ≈ 0

(H ∈ HΛ(R))

and each Hı, 1 ≤ ı ≤ m, has a representative Ĥı such that (Ĥı, aı, bı,∆ı) (resp.

(Ĥı, bı,∆ı)) satisfies (4.1) (resp. (4.2)).

Proof If I = ∅ the result follows by using the proposition 2.2. We suppose that
I 6= ∅. For the sake of simplicity also we suppose that I = {1, . . . , n}(n < m)
and that (ν, α, β) = (ν(s), α(s), β(s)). Let us consider

(
ν(n), α(n), β(n)

)
:=

(
(y1, . . . , yn) 7→

n∑
ı=1

νı(yı) , α1 + · · ·+ αn , β1 + · · ·+ βn

)
.
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We can choose η ∈]0, 1] such that νı(aı)ε + νı(aıε) ≤ νı(aı) for all (ε, ı) in
]0, η[×{1, . . . , n}. For each ı = 1, . . . , n fixed we consider ∆νı := νı(aı) − νı(bı)
and µı(ε) := (∆νı)

−1[νı(aı)ε+ νı(aıε)− νı(bı)] ( resp. µı(ε) := 1 ) for 0 < ε < η

(resp. for η ≤ ε ≤ 1). By proposition 4.1 there is Ĥı ∈ Es,M [R] such that

Ĥı(ε, ·) ≡ ∆
−1
ı

[
ν−1ı (∆νıµı(ε) + νı(bı))− bı

]
in [−ε, ε] , (ε ∈]0, 1]) (4.5)

and the elements Ĥı and Hı := Ĥı + Ns[R] satisfy the second statement. If
µ(ε) :=

∑n
ı=1[µı(ε)∆νı + νı(bı)] from (4.5) we get(

ν(n) ◦ f̂
)
(ε, ·) ≡ µ(ε) in [−ε, ε] , (ε ∈]0, 1]) (4.6)

(where f̂ := (∆1Ĥ1 + b1, . . . ,∆nĤn + bn)) and limε↓0 µ(ε) = α(n) (considering
limε↓0 µı(ε) = ∆

−1
ı (αı − νı(bı)), 1 ≤ ı ≤ n). For fixed ϕ ∈ Λ, if ψ ∈ D(R) and

λ(ε) := µ(ε)− α(n), from (4.6) we have (when ε ↓ 0)〈
[(ν(n) ◦ f̂)(ε, ·)− α(n)]ϕ̂(ε, ·) , ψ

〉
= λ(ε) 〈ϕ̂(ε, ·) , ψ〉 → 0 and〈

[(ν(n) ◦ f̂)(ε, ·)− α(n)](ĤϕĤ
′
ϕ)(ε, ·) , ψ

〉
= 1
2λ(ε)

〈
(Ĥ2ϕ)

′(ε, ·) , ψ
〉
→ 0

where ϕ̂: (ε, x) 7→ ε−1ϕ(ε−1x) and Ĥϕ: (ε, λ) 7→
∫ λ
−∞ ϕ̂(ε, x)dx. Therefore[

ν(n) ◦ (∆1H1 + b1, . . . ,∆nHn + bn)− α
]
H ′ϕ ≈ 0 and[

ν(n) ◦ (∆1H1 + b1, . . . ,∆nHn + bn)− α
]
HϕH

′
ϕ ≈ 0 .

(4.7)

Finally, by choosing (for instance) H := H1, for n+ 1 ≤  ≤ m, from (4.7) we
get the required relations.

Proposition 4.4 Let Ĥ ∈ Es,M [R] be such that (Ĥ, a, b,∆) verifies (4.1) and

let f be the class of f̂ := ∆Ĥ+b. If ν ∈ Es,QM [R∗+] then, for each n ∈ N, n ≥ 2,
there is a strictly increasing function ϕ ∈ C∞s,QM [R

∗
+] such that

(ϕ ◦ f)′ = (ν ◦ f − α)f−nf ′ . (4.8)

Furthermore, if Ĥ(ε, ·) → Y in R∗ as ε ↓ 0 and if (Ĥ, b,∆) verifies (4.2) we
have (ϕ ◦ f)|R∗− ≈ ϕ(b) and (ϕ ◦ f)|R∗+ ≈ ϕ(a).

Proof If ϕ: y ∈ R∗+ 7→
∫ y
y0
(ν(t) − α)t−ndt ∈ R we have ϕ′ : y 7→ (ν(y)− α)y−n,

where y0 > 0. If A,B ∈ R∗+, A < B, and if y ∈ [A,B] we get |ϕ(y)| ≤ |ϕ(A)| or
|ϕ(y)| ≤ |ϕ(B)|. Then, ϕ ∈ C∞s,QM [R

∗
+] (see proposition 3.1) and the equality

(ϕ ◦ f)′ = (ϕ′ ◦ f)f ′ implies (4.8). On the other hand, for fixed K ⊂⊂ R∗, let
η ∈]0, 1] be verifying (4.2). Choosing

Ĉ := sup
]0,η[×K

|Ĥ | , C0 := max{1, Ĉ} , C1 := b+∆C0 and C2 := b−∆C0

we get supx∈K |(ϕ ◦ f̂)(ε, x)| ≤ max{|ϕ(C1)|, |ϕ(C2)|} for all ε ∈]0, η[. Hence,

the conditions (ϕ ◦ f̂)(ε, ·)→ ϕ(b) in R∗− and (ϕ ◦ f̂)(ε, ·)→ ϕ(a) in R∗+ as ε ↓ 0
imply the two last relations (see proposition 2.1).
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5 Systems of equations from hydrodynamics

In the remaining of this section we will assume the following hypothesis.

Hypothesis 5.1 Fix λ in R∗. The data of hypothesis 4.2(b) are considered
for m = 3: α∗ = (α1, α2, α3), β∗ = (β1, β2, β3), ν∗ = (ν1, ν2, ν3), etc., being
each component of ν∗ an element of Es,QM [R∗+]. We indicate by (ν, α, β) either
(ν(s), α(s), β(s)) or (ν(π), α(π), β(π)) (see definition 4.1).

We consider two systems. The system (S̃) consists of the equations

ρt + (ρu)x ≈ 0 (5.1)

(ρu)t + (p+ ρu
2)x ≈ {[ν ◦ (ρ, p, e)− α]ux}x (5.2)

et + [(e+ p)u]x ≈ {[ν ◦ (ρ, p, e)− α]uux}x (5.3)

e ≈ λp+ 1
2ρu

2 (5.4)

and (S) consists of the equations (5.5), (5.6), (5.3) and (5.4), where

ρt + (ρu)x = 0 (5.5)

(ρu)t + (p+ ρu
2)x = {[ν ◦ (ρ, p, e)− α]ux}x . (5.6)

Definition 5.1 A shock wave solution for the system (S̃) (or (S)) is any
element (ρ, u, p, e) in Gs(R2;R4) so that the component functions are given by

(s1) ρ = ∆ρHρ ◦ y∗ + ρ` (s2) u = ∆uHu ◦ y∗ + u`
(s3) p = ∆pHp ◦ y∗ + p` (s4) e = ∆eHe ◦ y∗ + e`

which are solutions of (S̃) (or (S)) and satisfy the following assumptions:

(A1) y
∗ is the function associated to y: t ∈ R 7→ ct ∈ R (see (2.1)), for some
c ∈ R (that is y∗(x, t) := x− ct).

(A2) Let τ denote indistinctly ρ, u, p or e. There are (τr, τ`) ∈ R2 such that
0 < τr < τ` and we define ∆τ := τr − τ`.

(A3) Hρ, Hu, Hp, He ∈ Hp(R).

(A4) Each Hτ (τ = ρ, u, p, e) has a representative Ĥτ such that

(a) (Ĥτ , τr, τ`,∆τ) satisfies (4.1)

(b) (Ĥτ , τ`,∆τ) satisfies (4.2).

(A5) (HH
′
u)|R∗ ≈ 0 (or equivalently [(H ◦ y

∗)ux]|Ω∗ ≈ 0) for every H ∈ Hp(R).

By introducing the generalized functions:

ρ∗ := ∆ρHρ + ρ` u∗ := ∆uHu + u`
p∗ := ∆pHp + p` e∗ := ∆eHe + e`

(5.7)

the component functions of (ρ, u, p, e) might be written in the following way

ρ = ρ∗ ◦ y
∗ , u = u∗ ◦ y

∗ , p = p∗ ◦ y
∗ , e = e∗ ◦ y

∗ .

In what follows we assume the following hypothesis.
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Hypothesis 5.2 Let (c, τr, τ`, Hτ ) ∈ R3×Hp(R) be such that 0 < τr < τ` for
each τ = ρ, u, p, e. Under these conditions it will be considered:

• the elements y∗ and (∆ρ,∆u,∆p,∆e) introduced in previous definition

• the data a, b ∈ R3 of hypothesis 4.2(a) are defined by a := (ρr, pr, er) and
b := (ρ`, p`, e`)

• the element (ρ∗, u∗, p∗, e∗) whose components are defined in (5.7)

• the generalized function (ρ, u, p, e) such that their components are, respec-
tively, defined by (s1), (s2), (s3) and (s4).

Jump conditions We will also consider the presented formulas as it fol-
lows, called jump conditions of the hydrodynamic equations, which are relations
among the elements c, (ρr, ur, pr, er) and (ρ`, u`, p`, e`) above fixed.

(j1) c = ∆u(1 +
ρ`
∆ρ) + u` (j2)

∆p
(∆u)2 = ρ`(1 +

ρ`
∆ρ)

(j3) ∆p(1 +
u`
∆u) = ρ`

∆e
∆ρ − e` − p` (j4) ek = λpk + 1

2ρk(uk)
2 , k = r, l .

Solvability of the system (S̃)

We will give preliminary results that will allow us to study the solvability.

Lemma 5.1 If (j1) holds, we have the following properties.

(a) Let a1, . . . , a6 ∈ R be defined by

a1 := u`(u` − c)∆ρ a2 := ρ`(2u` − c)∆u a3 := ∆p
a4 := (2u` − c)∆ρ∆u a5 := ρ`(∆u)

2 a6 := ∆ρ(∆u)
2 .

If a := a1 + · · ·+ a6 then, (j2) holds if and only if a = 0.

(b) Let b1, . . . , b5 ∈ R be defined by

b1 := (e` + p`)∆u b2 := u`∆p b3 := (u` − c)∆e
b4 := ∆u∆p b5 := ∆u∆e .

If b := b1 + · · ·+ b5 then, (j3) holds if and only if b = 0.

From corollaries 2.1, 2.2 and proposition 4.2(c) we obtain the following result.

Proposition 5.1 If (Hρ, Hp, He) and Hu satisfy the hypothesis (A4)(a) and
(A5) respectively, then [ν ◦(ρ, p, e)−α]ux|Ω∗ ≈ 0 and [ν ◦(ρ, p, e)−α]uux|Ω∗ ≈ 0.

A proof of the following result may be found in [2] (3.2 and 3.5).

Proposition 5.2 (a) (ρ, u) is a solution of (5.1) if and only if (j1) holds.

(b) (ρ, u, p, e) is a solution of (5.4) if and only if (j4) holds.
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Proposition 5.3 Suppose that (Hρ, Hp, He) and Hu satisfy (A4)(a) and (A5)
respectively. Then the following statements hold.

(a) The generalized function (ρ, u, p, e) is a solution of the equations (5.1) and
(5.2) if and only if the formulas (j1), (j2) and [ν ◦ (ρ, p, e)−α]ux ≈ 0 hold.

(b) (ρ, u, p, e) is a solution of (5.1), (5.2) and (5.3) if and only if the formulas
(j1)− (j3), [ν ◦ (ρ, p, e)− α]ux ≈ 0 and [ν ◦ (ρ, p, e)− α]uux ≈ 0 hold.

Proof (a) (See proposition 5.2(a)). From (ρu)t = (−cρu)x it follows that

(ρu)t + (p+ ρu
2)x = [p+ ρu(u− c)]x = [p∗ + ρ∗u∗(u∗ − c)]

′ ◦ y∗ . (5.8)

On the other hand, from (s1), (s2), (s3), (s4) and (5.7), we have

p+ ρu(u− c) = a0+
(
a1Hρ + a2Hu + a3Hp + a4HρHu + a5H

2
u + a6HρH

2
u

)
◦ y∗

where a0 := p` + ρ`u`(u` − c) and

a1 := u`(u` − c)∆ρ a2 := ρ`(2u` − c)∆u a3 := ∆p
a4 := (2u` − c)∆ρ∆u a5 := ρ`(∆u)

2 a6 := ∆ρ(∆u)
2 .

Since H ◦y∗ ≈ Hρ ◦y∗ for H = Hu, Hp, HρHu, H2u, HρH
2
u (see corollary 2.2(b))

the previous equality implies that p + ρu(u − c) ≈ a0 + a(Hρ ◦ y∗), where
a := a1 + · · ·+ a6, and therefore we have

[p+ ρu(u− c)]x ≈ a(Hρ ◦ y
∗)x . (5.9)

Suppose that (ρ, u, p, e) is a solution of (5.2). Hence by (5.8) and (5.9) we have
a(Hρ ◦ y∗)x ≈ {[ν ◦ (ρ, p, e)− α]ux}x. Which implies that (see propositions 2.6
and 5.1) a = 0 and [ν ◦ (ρ, p, e)−α]ux ≈ 0. Since (j1) holds, from lemma 5.1(a),
the condition (j2) holds too. The necessary condition is immediate.
(b). One can write

et + [(e+ p)u]x = [(e+ p)u− ce]x . (5.10)

From (s1) - (s4) and (5.7), we have

(e+ p)u− ce = b0 + (b1Hu + b2Hp + b3He + b4HuHp + b5HuHe) ◦ y
∗

where the real numbers b0, . . . , b5 are defined by

b0 := (e` + p`)u` − ce` b1 := (e` + p`)∆u b2 := u`∆p
b3 := (u` − c)∆e b4 := ∆u∆p b5 := ∆u∆e .

The previous equality implies the relation [(e+ p)u− ce]x ≈ b(Hu ◦ y∗)x, where
b := b1 + · · · + b5. Using this condition (together with (5.10)), by a minor
modification in the proof of (a), it follows (b).

We can summarize propositions 5.2(b) and 5.3(b) in the following result.
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Theorem 5.1 If (Hρ, Hp, He) and Hu satisfy (A4)(a) and (A5) respectively,

then (ρ, u, p, e) is a solution of the system (S̃) if and only if the formulas (j1)−
(j4), [ν ◦ (ρ, p, e)− α]ux ≈ 0 and [ν ◦ (ρ, p, e)− α]uux ≈ 0 hold.

Corollary 5.1 With the hypothesis of theorem 5.1, (ρ, u, p, e) is a solution of
the system (S̃) if and only if the jump conditions (j1)− (j4) and the relations

V K ′ ≈
α− ν`
∆ν

δ and V KK ′ ≈
1

2

α− ν`
∆ν

δ

hold, where K := Hu, δ := K ′ and V := (∆ν)−1[ν ◦ (ρ∗, p∗, E∗) − ν`]. In this
case V KK ′ ≈ 1

2V K
′.

The following theorem generalizes strongly, via association, the classical re-
sult without viscosity (see [3], chapter 3 and [4], chapters 4 and 5, for instance).
Let us recall that the set Es,QM [Iβiαi ] was defined in §3. Let us recall also that
{1, 2, 3} = I ∪ J and that each component of ν∗ = (ν1, ν2, ν3) is an element of
Es,QM [R∗+] (see hypotheses 4.2, 5.1 and 5.2).

Theorem 5.2 Suppose that ν−1i ∈ Es,QM [Iβiαi ] for each i ∈ I and νj ≡ αj in
R
∗
+ for each j ∈ J. Then, there are Hρ, Hu, Hp and He in Gs(R) satisfying the
assumptions (A3), (A4) and (A5) of definition 5.1 such that if ρ, u, p and e are
given by (s1), (s2), (s3) and (s4) respectively, then (ρ, u, p, e) is a solution of the
system

ρt + (ρu)x ≈ 0
(ρu)t + (p+ ρu

2)x ≈ {[ν ◦ (ρ, p, e)− α]ux}x
et + [(e+ p)u]x ≈ {[ν ◦ (ρ, p, e)− α]uux}x

e ≈ λp+ 1
2ρu

2

if and only if the jump conditions (ji), 1 ≤ i ≤ 4, hold.

Proof By proposition 4.3, there are Hρ, Hp and He in Hr(R)\HΛ(R) satisfying
(A4) and the relations

[ν ◦ (ρ∗, p∗, e∗)− α]H
′ ≈ 0 and [ν ◦ (ρ∗, p∗, e∗)− α]HH

′ ≈ 0 , (H ∈ HΛ(R)) .

Choosing Hu ∈ HΛ(R), from above relations it follows respectively

[ν ◦ (ρ, p, e)− α]ux ≈ 0 and [ν ◦ (ρ, p, e)− α](Hu ◦ y
∗)ux ≈ 0

which together with the equality uux = ∆u(Hu ◦ y∗)ux + u`ux imply that
[ν ◦ (ρ, p, e)− α]uux ≈ 0. The result follows from theorem 5.1.

Remark 5.1 If (ρ, u, p, e) and (ρ0, u0, p0, e0) are two of any shock wave solu-
tions of (S̃) then (ρ, u, p, e) ≈ (ρ0, u0, p0, e0) (according to corollary 2.2(b)).
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The non - solvability of the system (S)

The concept of shock wave solution for the equations (5.5) and (5.6) is intro-
duced in an analogous way at definition 5.1. We suppose that 1 ∈ I.

Proposition 5.4 (ρ, u) is a solution of (5.5) if and only if there is a generalized
constant z ∈ Gs(R2) such that ρ(u− c) = z. In this case, z ≈ ρ`(u` − c).

Proof From ρt = −cρ′∗ ◦ y
∗ = (−cρ)x it follows that

ρt + (ρu)x = [ρ(u− c)]x = [ρ∗(u∗ − c)]
′ ◦ y∗ .

Since [ρ∗(u∗ − c)]′ = 0 if and only if there is a generalized constant z in Gs(R)
such that ρ∗(u∗ − c) = z, the first statement holds. On the other hand, from
the following formulas

ρ(u− c) = [(u` − c)∆ρHρ + ρ`∆uHu +∆ρ∆uHρHu] ◦ y
∗ + ρ`(u` − c)

and H ◦ y∗ ≈ Hρ ◦ y∗, for H = Hu, HρHu, we get

ρ(u− c) ≈ ∆ρ

[
u` − c+

(
1 +

ρ`

∆ρ

)
∆u

]
Hρ ◦ y

∗ + ρ`(u` − c) . (5.11)

Since (ρ, u) is a solution of (5.1), (j1) holds and hence the conditions ρ(u−c) = z
and (5.11) imply the other statement.

Proposition 5.5 Suppose that (Hρ, Hp, He) and Hu satisfy (A4)(a) and (A5)
respectively. Then (ρ, u, p, e) is a solution of (5.6) if and only if there is a
generalized constant z ∈ Gs(R2) such that [ν ◦ (ρ, p, e)−α]ux = p+ρu(u−c)−z.
In this case, for some representative ĝ of g := p+ρu(u−c)−z we have ĝ(ε, ·)→ 0
in Ω∗ as ε ↓ 0.

Proof From (ρu)t + (p+ ρu
2)x = [p∗ + ρ∗u∗(u∗ − c)]′ ◦ y∗ (see (5.8)) and

{[ν ◦ (ρ, p, e)− α]ux}x = {[ν ◦ (ρ∗, p∗, e∗)− α]u
′
∗}
′ ◦ y∗

by the corollary 2.1 it follows that (ρ, u, p, e) is a solution of (5.6) if and only
if [p∗ + ρ∗u∗(u∗ − c)]′ = {[ν ◦ (ρ∗, p∗, e∗)− α]u′∗}

′, which implies the first state-
ment. On the other hand using the notations introduced in the proof of propo-
sition 5.3(a) we have p+ ρu(u− c) = a0 + f where

f := (a1Hρ + a2Hu + a3Hp + a4HρHu + a5H
2
u + a6HρH

2
u) ◦ y

∗ .

If f̂ := (a1Ĥρ+a2Ĥu+a3Ĥp+a4ĤρĤu+a5Ĥ
2
u+a6ĤρĤ

2
u)◦y

∗ we get f̂(ε, ·)→ 0

(resp. a) in Ω− (resp. in Ω+) as ε ↓ 0, where Ĥτ is any representative of Hτ
(τ = ρ, u, p). By using proposition 2.1 we get f |Ω− ≈ 0 and f |Ω+ ≈ a.
Therefore, using the formula [ν ◦ (ρ, p, e)−α]ux = a0+f−z and proposition 5.1

it follows that z ≈ a0 and a = 0. Hence ĝ := f̂ + a0 − ẑ satisfies the second
statement (where ẑ is any representative of z).
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Proposition 5.6 The equations (5.5) and (ν1 ◦ ρ − α1)ux ≈ 0 have no shock
wave solutions.

Proof Otherwise (see proposition 5.4) let z ∈ Gs(R2) be a generalized constant
such that ρ(u − c) = z and a := ρ`(u` − c) ≈ z. By proposition 3.2, ρ has an
inverse multiplicative. From (ν1 ◦ ρ − α1)ux = −z(ν1 ◦ ρ − α1)ρ−2ρx we get
z(ν1 ◦ ρ − α1)ρ−2ρx ≈ 0. Let ϕ ∈ C∞s,QM [R

∗
+] be a strictly increasing function

such that (ϕ◦ρ)x = (ν1◦ρ−α1)ρ−2ρx , (ϕ◦ρ)|Ω− ≈ ϕ(ρ`) and (ϕ◦ρ)|Ω+ ≈ ϕ(ρr)
(see proposition 4.4 and corollary 2.1). Let Φ ∈ Gs(R2) be such that Φx = 0
and zϕ ◦ ρ ≈ Φ (see [1], 6.3.1(d)). By restriction to Ω− we get Φ ≈ aϕ(ρ`)
(see proposition 2.5). Hence zϕ ◦ ρ ≈ aϕ(ρ`). By restriction to Ω+ we get
aϕ(ρr) = aϕ(ρ`). Being a < 0 (see proposition 5.2(a)) we have ϕ(ρr) = ϕ(ρ`).
This is a contradiction in view of the assumption (A2) of definition 5.1.

Suppose that for each r > 0 we have [ε 7→ (ν1(rε) − α1)−1] ∈ Es,M (R). In
the next two results, if (ν, α, β) = (ν(π), α(π), β(π)), we will suppose that α2 > 0
and α3 > 0.

Proposition 5.7 The equations (5.5) and (5.6) have no shock wave solutions.

Proof Assume that the equations (5.5) and (5.6) have a shock wave solution

(ρ, u, p, e). Setting f∗ := (ρ∗, p∗, e∗), f̂∗ := (ρ̂∗, p̂∗, ê∗) and τ̂ := τ̂∗ ◦ y∗, where

τ̂∗ := ∆τĤτ + τ` for each τ = ρ, p, e, we have f := f∗ ◦ y∗ = (ρ, p, e) and

f̂ := f̂∗ ◦ y∗ = (ρ̂, p̂, ê). Using the proposition 4.2(d), applied to f∗ and f̂∗, we
get (see proposition 3.2 also): (ν1 ◦ ρ− α1)(ν ◦ f − α)−1 ∈ Gs,`b(R2) and(

ν1 ◦ ρ̂− α1

ν ◦ f̂ − α

)
(ε, ·)→

{
λ` in Ω−
λr in Ω+

as ε ↓ 0

where λk := [ν1(ρk) − α1](νk − α)−1, k = r, `. Let g ∈ Gs,`b(R2) be such that
(ν ◦ f − α)ux = g and ĝ(ε, ·) → 0 in Ω∗ as ε ↓ 0 for some representative ĝ of g
(see proposition 5.5). Hence, (ν1 ◦ ρ− α1)ux = (ν1 ◦ ρ− α1)(ν ◦ f − α)−1g ≈ 0
(see proposition 2.1) which can not occur (see proposition 5.6).

From proposition 5.7 we get the following result.

Theorem 5.3 The system

ρt + (ρu)x = 0
(ρu)t + (p+ ρu

2)x = {[ν ◦ (ρ, p, e)− α]ux}x
et + [(e+ p)u]x ≈ {[ν ◦ (ρ, p, e)− α]uux}x

e ≈ λp+ 1
2ρu

2

has no shock wave solutions.
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FEIS-UNESP
15385-000, Ilha Solteira, São Pãulo, Brazil
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