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#### Abstract

Hypergraphic matrix-minors via contributors can be utilized in a variety of ways. Specifically, this thesis illustrates that they are useful in extending Kirchhoff-type Laws to signed graphs and to reinterpret Hadamard's maximum determinant problem.

First, we discuss how the incidence-oriented structures of bidirected graphs allow for a generalization of transpedances which enables the extension of Kirchhoff-type laws to signed graphs. Reduced incidence-based cycle covers, or contributors, form Boolean classes, and the single-element classes are equivalent to Tutte's 2 -arborescences. When using entire Boolean classes, which naturally cancel in a graph, a generalized contributor-transpedance is introduced and graph conservation is shown to be a property of the trivial Boolean classes. These contributor-transpedances on signed graphs produce non-conservative

Kirchhoff-type Laws based on each contributor having a unique source-sink path. Additionally, the signless Laplacian is used to calculate the maximum value of a contributor-transpedance.

Second, we discuss how hypergraphic matrix-minors via contributors can be used to calculate the determinant of a given $\{ \pm 1\}$-matrix. This is done by examining classes of contributors that have multiple symmetries. The oriented hypergraphic Laplacian and the incidence-based notion of cycle-covers allow for this analysis. If a family of these cycle-covers is non-edge-monic, it will sum to zero in every determinant which means the only remaining, $n$ ! edge-monic families are counted. Also, any one of them can be utilized to determine the absolute value of the determinant. Hadamard's maximum determinant problem is equivalent to


optimizing the number of locally signed circles of a specified sign in an edge-monic families or across all edge-monic families. Theta-subgraphs have different fundamental circles that yield various symmetries regarding the orthogonality condition, which are equivalent to $\{0,+1\}$-matrices.

## 1 INTRODUCTION

Graphs and integer matrices are interlocked. This relationship allows for a wide variety of techniques to study both matrix and graph theory problems. Using incidence structures we can translate between matrices and hypergraphs. An incidence matrix of a hypergraph with vertex set $V$ and edge set $E$ is a $V \times E$ matrix where each $(v, e)$-entry is associated to an incidence. Given any incidence matrix $H$, the Laplacian is $H H^{T}$, and it contains both the degree and adjacency information for a hypergraph. The determinant and minors of the Laplacian also provide information about the structure of the hypergraph. Matrix minors are determined by specific coverings of the hypergraph by locally graphic cycle families, called contributors, that are a refinement of permutations to express minors via a finest possible sum of natural subobjects.

A signed graph is a generalization of a graph where each edge receives a sign +1 or -1 . These graphs can be used to examine social balance [15]. We also consider incidence-orientations of signed graphs [24], or bidirected graphs. These first appeared in relation to integer programming [10]. This incidence-theoretic approach has led to the incidence-oriented hypergraphic characterization of the Laplacian $[6,17,20]$. These are then generalized to the signed graphic All Minors Matrix-tree Theorem by [5] as well as the signed graphic Sachs' Theorem by [2], and finally to the Total Minor Polynomial by [12].

This thesis will examine problems through matricial, graphic, and hypergraphic structures. First, we consider the graph theoretic problem of extending Kirchhoff-type laws to non-conservative signed graphic analogs. Second, we will consider Hadamard's maximum determinant problem and reinterpret it via hypergraphic families of contributors. These Kirchhoff-type laws utilize contributors to redefine and calculate transpedance values. We also examine source-sink pathings and contributor sorting. The classic Kichhoff's Laws of conservation are natural
contributor cancellation of the graphic case. Similar techniques are used to examine Hadamard's maximum determinant conjecture. First, we expand the problem to an $n$-full oriented hypergraph before reducing the problem to one of the $n$ ! edge-monic contributor families where cancellation is minimized. Additionally, we examine the relationships between contributor families.

Kirchhoff-type Laws for signed graphs were done using transpedances by [4]. Non-conservative Kirchhoff-type Laws for directed graphs appear in [22]. We use contributors to generalize this concept of transpedances. A transpedance is a difference in two arborescence counts and is equivalent to determine an ordered second minor of the Laplacian. These are represented as specific degree-2 coefficients of the total minor polynomial that are calculated using contributors. These transpedances are used to label edges to build a combinatorial interpretation of Kirchhoff's Laws. This is accomplished by using the incidence-theoretic approach introduced in [17] to study hypergraphic Laplacians. As well as the incidence-path mapping families, called contributors, from [6] that generalize cycle covers and allow us to classify various hypergraphic characteristic polynomials similar to Sachs' Theorem [2, 9]. It was shown in [20] that if all edges are size 2, these generalized cycle covers form Boolean lattices that generalize the Matrix-tree Theorem. These Boolean families are naturally cancellative when $G$ is a graph. Additionally, the trivial single-element classes correspond to spanning trees and provide a basis for the "conservation" of Kirchhoff's Laws.

Transpedances were initially introduced in [4] as a way to translate the packing and cutting problem of dissecting a rectangle into squares to a networking potential problem. Graph flows capacities were determined to be the tree-number given the Matrix-tree Theorem and a combinatorial version of Kirchhoff's Laws as "spanning tree flows" was obtained from ordered second-co-factors of the Laplacian and edges signed by 2-arborescences. We utilize the methods and ideas of [4] to inform the
techniques we use to examine signed graphs. The use of the incidence structure and contributors have allowed us to extend the ideas they originally presented.

Hadamard's maximum determinant problem [14] presents a goal to find the maximum determinant of a matrix $\mathbf{H}$ of size $n$ with entries +1 and -1 , and establish a simple upper bound of $|\operatorname{det}(\mathbf{H})| \leq n^{n / 2}$. A Hadamard matrix is a $\{ \pm 1\}$-matrix where the rows are mutually orthogonal and obtains the Hadamard bound. An additional conjecture of Hadamard's is that there is a Hadamard matrix for every positive integer $n \equiv 0 \bmod 4$. It is known that Hadamard matrices exist for all $n \equiv 0$ $\bmod 4$ up to 664 [16], as checked by computers. Also, there are some infinite families of known Hadamard matrices, for example there is a Hadamard matrix for all $2^{n}$ for $n \geq 2$. There are also bounds for $n \neq 0 \bmod 4$ matrices presented in [1, 11, 23]. Given a $\{ \pm 1\}$-matrix $\mathbf{H}$, we examine sets of minors that form sets of fundamental circles in the associated oriented hypergraph. However, we cannot simply build a Hadamard matrix from the previously known smaller cases. To see this we can consider a theorem of Cohn.

Theorem 1.0.1 (Cohn, [8]) Let $\mathbf{H}$ be a Hadamard matrix of size $n$ having a Hadamard submatrix $\mathbf{M}$ of size $m<n$, then $m \leq \frac{n}{2}$.

There also exists a larger study on excluded and vanishing minors in [3].
Using the incidence-based notion of cycle-covers of an associated Laplacian from [6] and the oriented hypergraphic connection to Hadamard matrices from [18, 19], we introduce a new method to calculate the determinant of any $\{ \pm 1\}$-matrix. This provides a locally signed-graphic interpretation of the maximum determinant problem. We also find signed circle conditions from three different fundamental sets of circles. This leads us to a characterization of $n$ ! different classes of fundamental circles that are equivalent to the maximum determinant problem. Finally, these concepts, as well as other symmetries, are shown to be connected via theta configurations.

In Section 2, the definitions, examples, and methodologies for examining graphs are discussed. This section begins with the discussion of various types of graphs, starting with the standard graph structure before moving to discuss bidirected and signed graphs and finally hypergraphs. These various types of graphs are unified through a discussion of the incidence structure that was introduced in [24] and extended to hypergraphs by [7, 17, 21]. This incidence structure allows the extension of many graph theoretic concepts and theorems.

In Section 3, we begin with a discussion of transpedances. Then, we define contributor families for any oriented hypergraphs via tails of path maps in Section 3.2. These classes have the structure of the Boolean lattice equivalence classes in [20]. This allows us to establish a bijection, via the Linking Lemma, between single element Boolean classes and 2-arborescences from [4]. Now, we redefined transpedances in Section 3.2.2 to D-contributor-transpedances to include all Boolean classes regardless of size. Kirchhoff's Degeneracy and Energy Reversal conditions immediately apply. The $D$-contributor-transpedance value is then calculated for an arbitrary edge. This shows that the Boolean classes vanish if they contain a positive circle. Thus, if $G$ is a graph, only trivial contributors, which are also 2 -arborescences, remain. Finally, section 3.4 proves that all $D$-contributor-transpedances possess a unique source-sink path property, and the trivial classes used to label the edges sort spanning trees along their source-sink path. Kirchhoff's Cycle and Vertex Conservation Laws are shown to be a property of the trivial Boolean classes, and conservation on non-cancellative Boolean classes (negative classes) cannot be guaranteed.

In Section 4, we discuss a solution to the maximal contributor-transpedance problems via the signless Laplacian and permanent. This permanent version of Kirchhoff's Laws is a contributor count that is true for all oriented hypergraphs.

In Section 5, we begin by discussing a translation of Hadamard's maximal
determinant problem to various fundamental sets of circles in oriented hypergraphs that are related by theta-subgraphs. We then use the oriented hypergraphic cycle-cover approach from [6] to show that non-edge-monic cycle-covers are cancellative for $\{ \pm 1\}$ matrices. The remaining cycle-covers belong to one of the $n$ ! edge-monic families, and the contributor sum of any one of the edge-monic families is equivalent to the determining the absolute value of the determinant of the $\{ \pm 1\}$-matrix. Finally in Section 5.4, we discuss a number of symmetries related to the maximum determinant problem. A set of fundamental circles with the minimum number of adjacencies is identified for each edge-monic family that are linked via cross-theta-subgraphs, and the entries of the original $\{ \pm 1\}$-matrix are determined via their circle-signs.

## 2 BACKGROUND

In this section, we will examine a variety of concepts necessary for the extension of Kirchoff's Laws to signed graphs in Section 3, the work done in Sections 4, and for Hadamard's conjecture in Section 5. We begin by examining graphs and their relevant definitions in Section 2.1. From there we examine, two generalizations of graphs, bidirected and signed graphs in Section 2.1.1 and hypergraphs in Section 2.1.2. We then go on to examine associated matrices in Section 2.2, operations in Section 2.2.1, contributors in Section 2.3, and polynomials in Section 2.4 and Section 2.5.

### 2.1 Graphs

The definitions in this section provide the basic structure for a graph that is used in establishing the results of this paper. These definitions are based upon the work of [17, 21]. This section will present many standard graph theoretic concepts in terms of the incidence structure.

A graph $G=(V, E, I, \varsigma, \omega)$ is a set of vertices $V$, a set of edges $E$, and a set of incidences $I$ equipped with two functions $\varsigma: I(G) \rightarrow V(G)$ and $\omega: I(G) \rightarrow E(G)$, where $\left|\omega^{-1}(e)\right| \leq 2$. From the definition of a graph, we consider several properties. The degree of a vertex $v$ is $\left|\varsigma^{-1}(v)\right|$. The size of an edge is $\left|\omega^{-1}(e)\right|$. A vertex and edge are incident via incidence $i$ if $i \in \varsigma^{-1}(v) \cap \omega^{-1}(e)$.

Path properties of graphs are incredibly important for the analysis of a graph. We define various path properties as follows: A directed path of length $n / 2$ is a non-repeating sequence

$$
\vec{P}_{n / 2}=\left(a_{0}, i_{1}, a_{1}, i_{2}, a_{2}, i_{3}, a_{3}, \ldots, a_{n-1}, i_{n}, a_{n}\right)
$$

of vertices, edges and incidences, where $\left\{a_{\ell}\right\}$ is an alternating sequence of vertices
and edges, and $i_{h}$ is an incidence between $a_{h-1}$ and $a_{h}$. Let $\vec{P}_{1}=(t, i, e, j, h)$ denote a path of length 1 with a distinguished tail vertex $t$ and head vertex $h$. The incidences $i$ and $j$ are the tail-incidence and head-incidence, respectively. A directed weak walk of $G$ is the image of an incidence-preserving map of a directed path into $G$.

Using the above information, we can define many connections between incidence, edges, and vertices in terms of the path properties. That is to say, we can distinguish different types of paths by placing restrictions on their sequences of incidences, edges, and vertices. A path of $G$ is a vertex, edge, and incidence-monic directed path of length $n / 2$. A backstep of $G$ is an embedding of $\vec{P}_{1}$ into $G$ that is neither incidence-monic nor vertex-monic. A loop of $G$ is an embedding of $\vec{P}_{1}$ into $G$ that is incidence-monic but not vertex-monic. A directed adjacency of $G$ is an embedding of $\vec{P}_{1}$ into $G$ that is incidence-monic. A circle of $G$ is an embedding of $\vec{P}_{n}$ into $G$ that is incidence-monic and vertex-monic with the exception of the initial vertex $a_{0}=a_{n}$. We call this a circle to minimize confusion between an algebraic cycle and this graph component. Furthermore, backsteps are considered to be separate from circles as they do not complete an adjacency. A digon is a circle containing exactly two adjacencies.

Example 2.1.1 Consider the graph in Figure 1. The three vertices are labeled $v_{1}, v_{2}, v_{3}$ and each is connected to two incidences.


Figure 1: An example of a simple graph.

Thus each vertex has degree 2. Each edge is connected to two incidences and so the size of each edge is also 2. The vertices $v_{1}$ and $v_{2}$ are adjacent since the path $\overrightarrow{P_{1}}=\left(v_{1}, i_{1}, e_{1}, i_{2}, v_{2}\right)$ connects them. The vertices $v_{1}, v_{2}, v_{3}$ form a circle of $G$. For
simplicity of the figures, incidences may be omitted in future examples; however, all edges and vertices are to be assumed to be bonded by incidences.

Given a graph, we can also define various components of the graph, and it is these components of graphs that are crucial to the work presented here. A subgraph of a graph $G$ is a graph formed by a subset of the original graph's vertex, edge, and incidence sets with a restriction of the original mapping functions. Clearly, a graph must be a subgraph of itself. A connected component of $G$ is a subgraph in which a path exists between all pairs of vertices of the subgraph. A graph $G$ is connected if $G$ is itself a connected component. A tree is a connected acyclic graph. A subgraph $H$ of $G$ is spanning if $V(H)=V(G)$, while a spanning tree of $G$ is a subgraph of $G$ that is a tree and spanning. The tree number of $G$ is the number of spanning trees of $G$. A root of a tree of $G$ is a vertex from which all paths are regarded as emanating from. An $k$-arborescence is a set of $k$ disjoint, rooted trees of $G$ whose union spans G. A 2-arborescence of $G$ is a pair of disjoint rooted trees whose union spans $G$.

Example 2.1.2 Each subgraph in Figure 2 is acyclic and connected while containing all vertices, and so the subgraphs are all spanning trees of the original graph.


Figure 2: A graph with eight spanning trees.

The original graph, the top graph of the figure, contains four vertices as does each subgraph. Each subgraph also contains a subset of the original graph's incidences and edges.

### 2.1.1 Bidirected and Signed Graphs

A bidirected graph $G$ is a graph equipped with an incidence orientation function $\sigma: I \rightarrow\{+1,-1\}$. An incidence with orientation +1 is depicted as an arrow entering a vertex, and an incidence with orientation -1 is depicted as an arrow exiting a vertex. Thus, the sign of a weak walk $W$ is

$$
\operatorname{sgn}(W)=(-1)^{\lfloor n / 2\rfloor} \prod_{h=1}^{n} \sigma\left(i_{h}\right)
$$

A signed graph is a graph in which each edge is assigned a sign $\{+1,-1\}$ according to the sign of its adjacency.

Example 2.1.3 Here we can see that all the properties of graphs described in 2.1 still apply to both signed and bidirected graphs. Additionally, we can easily translate between signed and bidirected graphs. An edge with incidences $i$ and $j$ is assigned the sign of $-\sigma(i) \sigma(j)$.


Figure 3: Different orientations of bidirected edges correspond to positively and negatively signed edges in a signed graph.

Now that we have shown the relationship between edge signings and incidence orientations, we will examine how this translates to an entire graph in the next example.

Example 2.1.4 Translating the edge orientations demonstrated in Figure 3 to the incidences, it can be seen that bidirected graphs are orientations of signed graphs.


Figure 4: A Signed Graph can be represented as a Bidirected Graph.

### 2.1.2 Hypergraphs

The previous sections have discussed different types of graphs that do not allow for hyperedges, and so we begin by adapting the definition of a graph first presented in Section 2.1. An incidence hypergraph $G$ is a tuple $G=(V, E, I, \varsigma, \omega)$ where $V, E$ and $I$ are disjoint, finite sets of vertices, edges, incidences respectively, $\varsigma: I \rightarrow V$, and $\omega: I \rightarrow E$. This is the same definition used for graphs with the exception that we have removed the condition requiring $\left|\omega^{-1}(e)\right| \leq 2$. The removal of this condition allows edges to be incident to more than two vertices.

Let $G=(V, E, I, \varsigma, \omega)$ be an incidence hypergraph. An orientation of an incidence hypergraph $G$ is a signing function $\sigma: I \rightarrow\{+1,-1\}$. An oriented hypergraph is a sextuple $G=(V, E, I, \varsigma, \omega, \sigma)$ consisting of a set of vertices $V$, a set of edges $E$, a set of incidences $I$, two incidence end maps $\varsigma: I \rightarrow V$, and $\omega: I \rightarrow E$, and an incidence orientation function $\sigma: I \rightarrow\{+1,-1\}$. Incidence orientations of +1 are indicated by an arrow entering a vertex and -1 exiting a vertex.

Given an incidence hypergraph $G=(V, E, I, \varsigma, \omega)$ define the loading of $G$, denoted $L(G)$, as $\left(V, E, I \cup I_{0}, \varsigma_{L}, \omega_{L}\right)$ where $I_{0}$ is a set of new incidences of the form $(v, e)$ if $\varsigma^{-1}(v) \cap \omega^{-1}(e)=\varnothing,\left.\varsigma_{L}\right|_{I}=\varsigma$ and $\left.\varsigma_{L}\right|_{I_{0}}:(v, e) \mapsto v$, and $\left.\omega_{L}\right|_{I}=\omega$ and $\left.\omega_{L}\right|_{I_{0}}:(v, e) \mapsto e$. The loading makes any graph a uniform hypergraph as shown in Example 2.1.5. This allows us to talk about incidences that do not exist in the original graph.

Example 2.1.5 Given the graph in Figure 1, the loading of the graph is shown in Figure 5. The loading of a graph will always be a hypergraph unless the graph is a single vertex or a pair of adjacent vertices.

$L(G)$
Figure 5: The incidence loading of $K_{3}$ to produce a uniform hypergraph.

New incidences appear dashed within each hyperedge, and the vertices are identified along the dashed vertical lines.

A theta-subgraph consists of 3 internally-disjoint incidence paths between $a$ and $b$, where $a, b \in V \cup E$. There are three types of hypergraphic theta-subgraphs that were introduced in [21]; when $a, b \in V$ it is called a vertex-theta, when $a, b \in E$ it is called an edge-theta, and when $a$ and $b$ consist of a vertex and and edge it is called a cross-theta. Cross thetas have been shown in [21] to be the minimal obstruction to balanceability.


Figure 6: A vertex-, edge-, and cross-theta, respectively.

Lemma 2.1.6 ([21]) Let $\Theta$ be a theta subgraph with circle signs $\epsilon_{1}, \epsilon_{2}$, and $\epsilon_{3}$.

1. If $\Theta$ is a vertex- or edge-theta, then $\epsilon_{1} \epsilon_{2}=\epsilon_{3}$.
2. If $\Theta$ is a cross-theta, then $\epsilon_{1} \epsilon_{2}=-\epsilon_{3}$.

As done with bidirected and signed graphs, we can extend definitions associated with graphs to hypergraphs through the incidence structure.

Example 2.1.7 In a hypergraph we sign adjacencies locally, instead of signing edges, using the incidence structure. In this example we see that $v_{1}$ had degree 1 and $v_{2}$ and $v_{3}$ both have degree 2 . We also see that $e_{1}$ has size 3 and edge $e_{2}$ has size 2 .


Figure 7: An oriented hypergraph $G$ with oriented incidences

In the oriented hypergraph above we also see the digon between $v_{2}$ and $v_{3}$ is positive since the adjacencies within the hyperedges and the adjacency on $e_{2}$ are both negative. Traveling through $e_{1}$ from $v_{1}$ to $v_{2}$ to $v_{3}$ we see that the circle is negative since there is only one negative adjacency in the circle between $v_{2}$ and $v_{3}$.

### 2.2 Matrices

Matrices can be used to store information about a graph's structure. This allows for matrix theoretic concepts to be applied to graphs through the examination of four important matrices: the incidence, adjacency, degree, and Laplacian matrix. In Section 2.2.1 and Section 2.4, we will discuss how these matrices are analyzed.

The incidence matrix of a graph $G$ is the $V \times E$ matrix $\mathbf{H}_{G}$ where the $(v, e)$-entry is the number of incidences $i \in I$ such that $\varsigma(i)=v$ and $\omega(i)=e$. Graphs can be assigned an arbitrary orientation of edges that allows for the signing of incidences.


Figure 8: Graph with an orientation assigned to the edges.

The adjacency matrix $\mathbf{A}_{G}$ of a graph $G$ is the $V \times V$ matrix whose $(u, w)$-entry is the number of adjacencies between vertex $u$ and vertex $w$. The degree matrix of a graph $G$ is the $V \times V$ diagonal matrix whose $(v, v)$-entry is the number of incidences $i \in I$ such that $\varsigma(i)=v$. The number of incidences at a vertex $v$ is clearly equal to the number of backsteps at $v$. The Laplacian matrix of $G$ is defined as $\mathbf{L}_{G}:=\mathbf{H}_{G} \mathbf{H}_{G}^{T}=\mathbf{D}_{G}-\mathbf{A}_{G}$. See [17] for the result that the Laplacian is the 1-weak-walk matrix.

Shown below are the degree, adjacency, incidence, and Laplacian matrix for the graph in Figure 1.

$$
\mathbf{D}=\left[\begin{array}{lll}
2 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 2
\end{array}\right], \quad \mathbf{A}=\left[\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right], \quad \mathbf{L}=\left[\begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right], \quad \mathbf{H}=\left[\begin{array}{ccc}
1 & 0 & -1 \\
-1 & 1 & 0 \\
0 & -1 & 1
\end{array}\right]
$$

For the Laplacian matrix above, it is clear that the diagonal entries are the degrees and the off diagonal entries are the adjacencies for the graph in Figure 1.

Example 2.2.1 Consider the oriented hypergraph with its associated incidence matrix $\mathbf{H}_{G}$ and Laplacian matrix $\mathbf{L}_{G}$.


$$
\mathbf{H}_{G}=\left[\begin{array}{cc}
-1 & 0 \\
1 & 1 \\
1 & 1
\end{array}\right] \quad \mathbf{L}_{G}=\left[\begin{array}{ccc}
1 & -1 & -1 \\
-1 & 2 & 2 \\
-1 & 2 & 2
\end{array}\right]
$$

Figure 9: An oriented hypergraph $G$ and its Laplacian.

The signs of the adjacencies can be examined locally. The adjacency from $v_{2}$ to $v_{3}$ along edge $e_{1}$ is negative just as the adjacency from $v_{2}$ to $v_{3}$ along edge $e_{2}$ is negative. The sign of the circle, which also happens to be a digon, $\left(v_{1}, e_{1}, v_{2}, e_{2}, v_{1}\right)$ is positive as it is the product of the adjacency signs.

The $\mathbf{L}_{i j}$ minor of a $n \times n$ matrix is a $(n-1) \times(n-1)$ matrix obtained by removing row $i$ and column $j$ of the original matrix.

### 2.2.1 Permanents and Determinants

A graph can have its vertex, edge, and incidence sets indexed. This process allows for combinatorial analysis of a graph. A permutation $\pi$ is a bijection from a set $S$ to itself. A cycle of a permutation is a cyclic sequence obtained by the compositional closure of $\pi$. Every permutation can be written as the product of disjoint cycles; one cycles or fixed points are conventionally omitted.

Example 2.2.2 If $S=\{1,2,3\}$ then all possible permutation of $S$ are

$$
\{e,(12),(13),(23),(123),(132)\} .
$$

The following lemma is well known, and this factorial growth of permutations plays an important role in the complexities of analyzing Hadamard's conjecture through contributors as discussed in Section 5.4.

Lemma 2.2.3 The total number of permutations of a set with $n$ elements is $n$ !.

Next, we discuss a number of permutation characteristics. An inversion in a permutation occurs for every pair $(i, j)$ with $i<j$, where we have $\pi(i)>\pi(j)$. An even cycle is a cycle with an odd number of inversions, while an odd cycle is a cycle with an even number of inversions. Below we see an example of inversions for the permutation (132).


Figure 10: The $(i, j)$ pairs with $i<j$ appear in the triangle. Their image under the permutation $\pi=(132)$ has two inversions, namely, $(3,1)$ and $(3,2)$.

Permutations are crucial for the discussion of permanents and determinants given that both are sums over permutations. Given an $n \times n$ matrix M and $S_{n}$ a symmetric group of order $n$, the permanent of $\mathbf{M}$ is

$$
\operatorname{perm}(\mathbf{M})=\sum_{\pi \in S_{n}} \prod_{i \in[n]} m_{i, \pi(i)},
$$

and the determinant of $\mathbf{M}$ is

$$
\operatorname{det}(\mathbf{M})=\sum_{\pi \in S_{n}} \epsilon(\pi) \prod_{i \in[n]} m_{i, \pi(i)} .
$$

Where $\epsilon(\pi)=(-1)^{\operatorname{inv}(\pi)}$, and where $\operatorname{inv}(\pi)$ is the number of inversions of $\pi$. It is known that $\epsilon(\pi)=(-1)^{e c(\pi)}$ where $e c(\pi)$ is the number of even cycles in $\pi$.

Example 2.2.4 An example of a determinant calculation for the Laplacian of Figure 1 is

$$
\begin{aligned}
\operatorname{det}\left[\begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right] & =(-1)^{0} 2\left[\begin{array}{cc}
2 & -1 \\
-1 & 2
\end{array}\right]+(-1)^{1}(-1)\left[\begin{array}{cc}
-1 & -1 \\
-1 & 2
\end{array}\right] \\
& +(-1)^{2}(-1)\left[\begin{array}{cc}
-1 & 2 \\
-1 & -1
\end{array}\right] \\
& =2[(2 \cdot 2)-((-1) \cdot(-1))]+[(-1)(2)-(-1)(-1)] \\
& -[(-1)(-1)-(-1)(2)] \\
& =2(4-1)+(-2-1)-(1-(-2)) \\
& =2(3)+(-3)-(3) \\
& =0
\end{aligned}
$$

It is a well-known result that the determinant of Laplacian for any graph is zero.

The concepts discussed in this section allow for the concepts discussed in section 2.3 and 2.4.

The characteristic polynomial of $\mathbf{M}$ is $\chi_{\mathbf{M}}(x)=\operatorname{det}(x \mathbf{I}-\mathbf{M})$ where $\mathbf{I}$ is the identity matrix. In the next example we will see a characteristic polynomial calculation.

Example 2.2.5 The characteristic polynomial for the matrix in Example 2.2.4.

$$
\begin{aligned}
\operatorname{det}\left[\begin{array}{ccc}
x-2 & 1 & 1 \\
1 & x-2 & 1 \\
1 & 1 & x-2
\end{array}\right] & =(-1)^{0}(x-2)\left[\begin{array}{cc}
x-2 & 1 \\
1 & x-2
\end{array}\right]+(-1)^{1}(1)\left[\begin{array}{cc}
1 & 1 \\
1 & x-2
\end{array}\right] \\
& +(-1)^{2}(1)\left[\begin{array}{cc}
1 & x-2 \\
1 & 1
\end{array}\right] \\
& =(x-2)[(x-2)(x-2)-1]+(-1)[(x-2)-1] \\
& +(1)[1-(x-2)] \\
& =(x-2)\left(x^{2}-4 x+4-1\right)+(-1)(x-3)+(-x+3) \\
& =\left(x^{3}-4 x^{2}+3 x-2 x^{2}+8 x-6\right)+(-x+3)+(-x+3) \\
& =x^{3}-6 x^{2}+9 x
\end{aligned}
$$

Sachs' Theorem [9] yields a combinatorial count of coefficients of the characteristic polynomial of the adjacency matrix for graphs using subgraphs. It also employs the use of elementary figures and basic figures to achieve these counts.

An elementary figure is a circle on $n$ vertices where $n \geq 2$, a $P_{1}$ subgraph, or an isolated vertex. A basic figure $U$ is the disjoint union of elementary figures.

Let $\mathscr{U}_{k}$ be the set of all basic figures in $G$ with exactly $k$ isolated vertices. Let $p(U)$ be the number of elementary figures of $U$ and let $c(U)$ denote the number of circles in $U$. Given this information for a graph $G$ and the adjacency matrix $\mathbf{A}$ of $G$, Sachs' Theorem finds the coefficients of the characteristic polynomial of $\mathbf{A}$.

Theorem 2.2.6 (Sachs' Theorem) For a graph $G$ with $n=|V(G)|$,

$$
\chi_{G}(\mathbf{A}, x)=\sum_{k=1}^{n}\left(\sum_{U \in \mathscr{U}_{k}}(-1)^{p(U)}(2)^{c(U)}\right) x^{k} .
$$

Example 2.2.7 Consider the basic figures of Figure 1 shown in Figure 11.


Figure 11: The set of basic figures for the graph in Figure 1.

We will use these figures to examine the constant term of the characteristic polynomial via Sachs' Theorem.

$$
\begin{aligned}
\operatorname{det}(x \mathbf{I}-\mathbf{A}) & =\operatorname{det}\left[\begin{array}{ccc}
x & -1 & -1 \\
-1 & x & -1 \\
-1 & -1 & x
\end{array}\right] \\
& =(x)\left(x^{2}-1\right)+(-x+-1)-(1+x) \\
& =x^{3}-3 x-2
\end{aligned}
$$

From the set of basic figures in Figure 11, there is only one where no vertices are isolated and it is an elementary figure containing one circle. Thus Sachs' Theorem calculates the coefficient of $x^{0}$ to be $(-1)^{1}(2)^{1}=-2$ which is the constant term of the characteristic polynomial of the adjacency matrix of the graph.

### 2.3 Contributors

In this section, we will refine the concept of permutations via an embedded path map. To begin, we define specific subgraph configurations and then define contributors, which form the foundation for the results in all further sections of this thesis.

A contributor of $G$ is an incidence preserving map from a disjoint union of $\vec{P}_{1}$ 's into $G$ defined by $c: \coprod_{v \in V} \vec{P}_{1} \rightarrow G$ such that $c\left(t_{v}\right)=v$ and $\left\{c\left(h_{v}\right) \mid v \in V\right\}=V$. Let $\mathfrak{C}(G)$ denote the set of contributors. A strong contributor of $G$ is a incidence-monic contributor. Notice strong contributors are orientations of basic figures. Let $\mathfrak{S}(G)$ denote the set of strong contributors. An identity contributor of $G$ is a contributor that only contains backsteps.

Example 2.3.1 Consider the graph in Figure 1. There are sixteen different contributors of the graph.


Figure 12: The contributors of a three edge, three vertex graph.

There are two strong contributors of Figure 1 and eight identity contributors.

Notice that a three edge, three vertex graph has sixteen contributors while a graph with three vertices and one hyperedge has only six contributors.


Figure 13: An orientation of a hypergraph consisting of one edge and three vertices and its six contributors.

Consider Figure 13. Like graphs, hypergraphs can be analyzed by examining their contributors. There are only six contributors and one identity contributor for the graph as seen in Figure 13.

Let $U, W \subseteq V$. The set of contributors of an oriented hypergraph is denoted $\mathfrak{C}(G)$. From here on, let $U, W \subseteq V$ with $|U|=|W|$, with a total ordering of each set denoted by $\mathbf{u}$ and $\mathbf{w}$, respectively. Let $\mathfrak{C}(G ; \mathbf{u}, \mathbf{w})$ be the set of restricted contributors in $G$ where $c\left(u_{i}\right)=w_{i}$, and two elements of $\mathfrak{C}(G ; \mathbf{u}, \mathbf{w})$ are said to be $[\mathbf{u}, \mathbf{w}]$-equivalent. Let $\hat{\mathfrak{C}}(G ; \mathbf{u}, \mathbf{w})$ be the set obtained by removing the $\mathbf{u} \rightarrow \mathbf{w}$ mappings from $\mathfrak{C}(G ; \mathbf{u}, \mathbf{w})$; the elements of $\hat{\mathfrak{C}}(G ; \mathbf{u}, \mathbf{w})$ are called the reduced $[\mathbf{u}, \mathbf{w}]$-equivalent contributors.

A $(U, W)$-restricted contributor of $G$ is an incidence preserving map from a disjoint union of $\vec{P}_{1}$ 's into $G$ defined by $c: \coprod_{u \in U} \vec{P}_{1} \rightarrow G$ such that $c\left(t_{u}\right)=u$ and $\left\{c\left(h_{u}\right) \mid u \in U\right\}=W$.

Example 2.3.2 Figure 14 shows four contributors of the hypergraph $G$ from Figure
9. The tail of each path is labeled with a different shape and mapped to its corresponding vertex in $G$; the heads are then mapped to cover the vertex set again. The bottom two contributors consist of all backsteps and are clones of the identity permutation. Identity permutation clones are distinct contributors regardless of the fact that the permutation is the same.


Figure 14: Contributor examples with associated permutations.

The contributors above each identity-clone are $\left[v_{2}, v_{3}\right]$-equivalent as there is a path mapping to the $v_{2} v_{3}$-adjacency in each contributor.

### 2.4 Generalized Characteristic Polynomials

Based on the concept of characteristic polynomials, there are a variety of prior theorems that have informed the research presented in this thesis. We begin with the Total Minor Polynomial and continue with variations of Matrix-tree Theorems in Section 2.5.

Before stating the Total Minor Polynomial, we present two theorems that inform it. First, the calculation of determinants and permanents based on contributors, and, second, the characteristic polynomial calculation from contributors.

Theorem 2.4.1 Let $G$ be an oriented hypergraph with adjacency matrix $\mathbf{A}_{G}$ and Laplacian matrix $\mathbf{L}_{G}$, then

1. $\operatorname{perm}\left(\mathbf{L}_{G}\right)=\sum_{c \in \mathbb{C}_{\geq 0}(G)}(-1)^{o c(c)+n c(c)}$,
2. $\operatorname{det}\left(\mathbf{L}_{G}\right)=\sum_{c \in \mathbb{C}_{\geq 0}(G)}(-1)^{p c(c)}$,
3. $\operatorname{perm}\left(\mathbf{A}_{G}\right)=\sum_{c \in \mathbb{C}_{=0}(G)}(-1)^{n c(c)}$,
4. $\operatorname{det}\left(\mathbf{A}_{G}\right)=\sum_{c \in \mathbb{C}=0(G)}(-1)^{e c(c)+n c(c)}$.

Calculating the minors from Theorem 2.4.1, a generalization of Sachs' Theorem in Theorem 2.4.2, was done by [6].

Theorem 2.4.2 Let $G$ be an oriented hypergraph with adjacency matrix $\mathbf{A}_{G}$ and Laplacian matrix $\mathbf{L}_{G}$, then

1. $\chi^{P}\left(\mathbf{A}_{G}, x\right)=\sum_{k=0}^{|V|}\left(\sum_{c \in \hat{\mathbb{C}}_{=k}(G)}(-1)^{o c(c)+n c(c)}\right) x^{k}$,
2. $\chi^{D}\left(\mathbf{A}_{G}, x\right)=\sum_{k=0}^{|V|}\left(\sum_{c \in \hat{\mathcal{C}}_{=k}(G)}(-1)^{p c(c)}\right) x^{k}$,
3. $\chi^{P}\left(\mathbf{L}_{G}, x\right)=\sum_{k=0}^{|V|}\left(\sum_{c \in \hat{\mathbb{C}}_{2 k}(G)}(-1)^{n c(c)+b s(c)}\right) x^{k}$,
4. $\chi^{D}\left(\mathbf{L}_{G}, x\right)=\sum_{k=0}^{|V|}\left(\sum_{c \in \hat{\mathbb{C}}_{2 k}(G)}(-1)^{e c(c)+n c(c)+b s(c)}\right) x^{k}$.

The zero-loading of $G$, denoted $L^{0}(G)$, extends the hypergraph to a uniform hypergraph through the incidence structure and assigns a weight of 0 to all new incidences. This loading allows for the Total Minor Polynomial Theorem presented below.

Theorem 2.4.3 ([12], Theorem 3.1.2) Let $G$ be an oriented hypergraph with Laplacian matrix $\mathbf{L}_{G}$, then

$$
\begin{aligned}
& \text { 1. } \chi^{P}\left(\mathbf{L}_{G}, \mathbf{x}\right)=\sum_{[\mathbf{u}, \mathbf{w}]}\left(\sum_{\substack{c \hat{\mathbb{E}}\left(L^{0}(G) ; \mathbf{u}, \mathbf{w}\right) \\
\operatorname{sgn}(c) \neq 0}}(-1)^{n c(c)+b s(c)}\right) \prod_{i} x_{u_{i}, w_{i}}, \\
& \text { 2. } \chi^{D}\left(\mathbf{L}_{G}, \mathbf{x}\right)=\sum_{[\mathbf{u}, \mathbf{w}]}\left(\sum_{\substack{c \hat{\mathbb{E}}\left(L^{0}(G) ; \mathbf{u}, \mathbf{w}\right) \\
\operatorname{sgn}(c) \neq 0}}(-1)^{e c(\check{c})+n c(c)+b s(c)}\right) \prod_{i} x_{u_{i}, w_{i}} .
\end{aligned}
$$

where ec( $\check{c})$ represents the number of even-cycles in the unreduced contributor of $c$, $b s(c)$ represents the number of backsteps, and $n c(c)$ represents the number of negative components.

Example 2.4.4 Consider the graph in Figure 13 and its contributors.


Figure 15: There are six contributors for the hypergraph in Figure 13.

The determinant of its Laplacian subtracted from $\mathbf{X}$ yields the following polynomial.

$$
\operatorname{det}(\mathbf{X}-\mathbf{L})=\operatorname{det}\left[\begin{array}{lll}
x_{11}-1 & x_{12}-1 & x_{13}+1 \\
x_{21}-1 & x_{22}-1 & x_{23}+1 \\
x_{31}+1 & x_{32}+1 & x_{33}-1
\end{array}\right]
$$

$$
\begin{aligned}
& =x_{11} x_{22} x_{33}-x_{11} x_{23} x_{32}-x_{13} x_{22} x_{31}-x_{12} x_{21} x_{33} \\
& +x_{12} x_{23} x_{31}+x_{13} x_{21} x_{32} \\
& -x_{11} x_{22}-x_{11} x_{23}-x_{11} x_{32}-x_{11} x_{33}-x_{13} x_{22}-x_{22} x_{31} \\
& -x_{22} x_{33}+x_{12} x_{21}+x_{13} x_{21}+x_{12} x_{23}+x_{12} x_{31}+x_{13} x_{31} \\
& -x_{23} x_{31}-x_{13} x_{32}+x_{21} x_{32}+x_{23} x_{32} \\
& +x_{12} x_{33}+x_{12} x_{33} \\
& +0 x_{11}+0 x_{22}+0 x_{33}
\end{aligned}
$$

To save space, only the $x_{i j}$ terms along the diagonal are listed, as all the single $x$ terms have a coefficient of zero. To find the coefficient of $x_{11}$, examine the two contributors in 15 with the backstep on vertex one. Once this backstep is removed, the sign of the contributor can be calculated. The contributor with all backsteps shows up as a positive contributor, since it is negative one squared, and the contributor without any backsteps, once the backstep on vertex one is removed, has an even circle and will show up as negative in the calculation. The alternating signs on the contributors account for why in this example the single $x$ terms are zero.

### 2.5 Matrix-tree Theorems

Matrix-tree Theorem calculations are based on spanning trees of a graph through examining minors of Laplacians. These theorems, despite having come before the Total Minor polynomial, are in many ways specializations of it.

Theorem 2.5.1 (Tutte's Matrix-tree Theorem [22]) If $v$ is a vertex of a graph $G$, with Laplacian matrix $\mathbf{L}(G)$ then

$$
\operatorname{det}\left(\mathbf{L}_{v}(G)\right)=\sum_{T} \prod_{e \in E(T)} w t(e)
$$

where the sum is over all spanning trees $T$, rooted at $v$, and $w t(e)$ is the weight of edge e.

In [5], Seth Chaiken generalized the Matrix-tree Theorem to all minors for signed graphs.

Theorem 2.5.2 (Seth Chaiken's All Minors Matrix-tree Theorem [5]) Let $G$ be a signed graph with Laplacian matrix $\mathbf{L}$. For $U, W \subseteq V$ with $|U|=|W|$, let $\mathbf{L}_{U, W}$ be $(U, W)$ minor of $\mathbf{L}$ then

$$
\operatorname{det}\left(\mathbf{L}_{U, W}\right)=\epsilon(\bar{U}, V) \epsilon(\bar{W}, V) \sum_{F} \epsilon\left(\pi^{*}\right)(-1)^{n p(F)} 4^{n c(F)} a_{F},
$$

where the sum is over all edge sets $F$, subset of $E$, such that

1. F contains $|U|$ components that are trees.
2. Each tree from 1 contains exactly one vertex from $U$ and one vertex from $W$.
3. Each tree from 1 is rooted at its vertex in $U$ and contains exactly one vertex of $W$. This defines a linking $\pi^{*}: W \rightarrow U . \epsilon\left(\pi^{*}\right)$ is negative one to the number of inversions of $\pi^{*}$, and $n p(F)$ is the number of negative paths in $\pi^{*}$.
4. Each of the remaining components of $F$ contains exclusively a backstep or exactly one negative circle. $n c(F)$ is the number of negative circles.
5. $\epsilon(\bar{U}, V)=(-1)^{|\{(i, j) \mid i<j, i \in U, j \in \bar{U}\}|}$

Theorem 2.5.3 (Matrix-tree Theorem) Let $G$ be a connected graph with Laplacian $\mathbf{L}$ and $i j$-minor of $\mathbf{L}_{i j}$.

$$
\operatorname{det}\left(\mathbf{L}_{i j}\right)=(-1)^{i+j} T(G)
$$

Example 2.5.4 Using the graph in Figure 1, we find the Laplacian and its $\mathbf{L}_{11}$ minor.

$$
\mathbf{L}=\left[\begin{array}{ccc}
2 & -1 & -1 \\
-1 & 2 & -1 \\
-1 & -1 & 2
\end{array}\right], \quad \mathbf{L}_{11}=\left[\begin{array}{cc}
2 & -1 \\
-1 & 2
\end{array}\right]
$$

The determinant of the $\mathbf{L}_{11}$ minor is $(2)(2)-(-1)(-1)=4-1=3$. In Figure 16, we show all three spanning trees.


Figure 16: There are three spanning trees each with three possible roots.

The tree number of the graph is three and $i+j=1+1=2$ and $(-1)^{i+j} T(G)=(-1)^{2}(3)=3$. According to the Matrix-tree Theorem, the determinant of the $\mathbf{L}_{11}$ minor is equal to the tree number with the appropriate sign adjustment.

From the above example, we can observe that spanning trees are just specific contributors, and thus the calculations for the Matrix-tree Theorems are restrictions of the total minor polynomial.

## 3 KIRCHHOFF'S LAWS

In this section, we will examine how contributors can be used to extend Kirchhoff's Laws to signed graphs. First, we will examine transpedances and the work done in [4]. From here, we will define classes of contributors in Section 3.2, utilize these contributor transpedances to discuss arborescences in Section 3.2.1, and then redefine transpedances as contributors in Section 3.2.2. Combining these results, we will be able to define transpedance evaluations in Section 3.3. Finally, we will discuss contributor sorts via source-sink paths in Section 3.4.

### 3.1 Transpedances

In this section, we address how contributors are used to extend Kirchhoff's Laws to signed graphs.

We begin in Section 3.2 with classes of contributors, which will also be used in the refinement of Hadamard's Conjecture. In the next few sections, we examine contributor arborescences, transpedances, and contributors as transpedances. Finally, in Sections 3.3 and 3.4, we discuss the evaluation of transpedances and how they relate to paths within the graph.

Kirchhoff's Laws, with unit resistance, have been shown to be equivalent to 2-arborescence counts whose values are commensurable with the tree number of the graph [4]. Non-unit resistance is simply a weighted version of this combinatorial result, while directed graphs produce a non-conservative version of Kirchhoff's Laws [22]. We will show that contributor mappings produce adjacency labelings and a non-conservative generalization of Kichhoff's Laws for signed graphs.

Let $u_{1}, u_{2}, w_{1}, w_{2} \in V(G)$, and define $\left\langle u_{1} w_{1}, u_{2} w_{2}\right\rangle$ be the number of 2 -arborescences with one component rooted at $u_{1}$ and containing $w_{1}$, and the other component rooted at $u_{2}$ and containing $w_{2}$.

Given graph $G$ with source $u_{1}$ and sink $u_{2}$, the $w_{1} w_{2}$-transpedance of $G$ is

$$
\left[u_{1} u_{2}, w_{1} w_{2}\right]=\left\langle u_{1} w_{1}, u_{2} w_{2}\right\rangle-\left\langle u_{1} w_{2}, u_{2} w_{1}\right\rangle .
$$

It was shown in $[4,22]$ that the value $\left[u_{1} u_{2}, w_{1} w_{2}\right]$ is also the second (ordered) cofactor of the Laplacian of $G$. Let $\mathbf{L}_{G}$ be the Laplacian of $G$, let $\mathbf{L}_{\left(G ; u_{1}, w_{1}\right)}$ be the $u_{1} w_{1}$-minor of $L$, let $\mathbf{L}_{\left(G ; u_{1} u_{2}, w_{1} w_{2}\right)}$ be the $u_{2} w_{2}$-minor of $\mathbf{L}_{\left(G ; u_{1}, w_{1}\right)}$, and define $\mathbf{L}_{(G ; \mathbf{u}, \mathbf{w})}$ iteratively for vertex vectors $\mathbf{u}, \mathbf{w}$. Specifically, $\left[u_{1} u_{2}, w_{1} w_{2}\right]$ is the value of the $u_{2} w_{2}$-cofactor in the $u_{1} w_{1}$-minor using the positional sign of $u_{1} w_{1}$ in $\mathbf{L}_{G}$ and the positional sign of $u_{2} w_{2}$ in $\mathbf{L}_{\left(G ; u_{1}, w_{1}\right)}$.

Example 3.1.1 As seen in Figure 17, there are no 2-arborescences of the form $\left\langle v_{5} v_{1}, v_{4} v_{6}\right\rangle$ because we cannot place $v_{5}$ and $v_{1}$ in a component that is disjoint from a component containing $v_{6}$ and $v_{4}$. Thus, a transpedance value of $\left[v_{5} v_{4}, v_{6} v_{1}\right]=4$ is assigned to the edge between $v_{5}$ and $v_{6}$. Note that transpedances are directional, so [ $v_{5} v_{4}, v_{6} v_{1}$ ] can be regarded as the potential drop from $v_{6}$ to $v_{1}$ with source $v_{5}$ and $\operatorname{sink} v_{4}$. Thus, $\left[v_{5} v_{4}, v_{1} v_{6}\right]$ would be -4 , but it would be calculated from a different set of 2-arborescences.


Figure 17: All 2-arborescences of the graph of the form $\left\langle v_{5} v_{6}, v_{4} v_{1}\right\rangle$.

The edge labelings produced by transpedances yield the following theorem of combinatorial Kirchhoff's Laws.

Theorem 3.1.2 ([4, 22]) Let $G$ be a graph with tree number $\tau(G)$, the following hold:

1. (Degeneracy) $\left[u_{1} u_{1}, w_{1} w_{2}\right]=\left[u_{1} u_{2}, w_{1} w_{1}\right]=0$,
2. (Energy Reversal) $\left[u_{1} u_{2}, w_{1} w_{2}\right]=-\left[u_{1} u_{2}, w_{2} w_{1}\right]=-\left[u_{2} u_{1}, w_{1} w_{2}\right]$,
3. (Cycle Conservation) $\left[u_{1} u_{2}, w_{1} w_{2}\right]+\left[u_{1} u_{2}, w_{2} w_{3}\right]+\left[u_{1} u_{2}, w_{3} w_{1}\right]=0$,
4. (Vertex Conservation) $\sum_{y: y \sim w_{1}} l_{v y}\left[u_{1} u_{2}, w_{1} y\right]=\tau(G) \delta_{u_{2} w_{1}}-\tau(G) \delta_{u_{1} w_{1}}$,
where $\delta_{u w}=1$ if $u=w$, and is 0 otherwise.

The above theorem establishes that degenerate transpedances have a value of 0 , flow reversal causes negation, and path concatenation, cycle-conservation, and vertex-conservation (with the exception of the source and sink) hold. There is a natural flow of $\tau(G)$ out of the source and into the sink.

Example 3.1.3 The transpedance labeling of the graph in Figure 17 with source $v_{5}$ and sink $v_{4}$ appears in Figure 18. The four 2-arborescences in Figure 17 are assigned to the directed adjacency between $v_{6}$ and $v_{1}$.


Figure 18: A transpedance labeling of $G$ with source $v_{5}$ and $\operatorname{sink} v_{4}$

Observe that directed cycle sums relative to source $v_{5}$ and sink $v_{4}$ are zero. Also, the in/out vertex sums are zero - with the exception of the source and sink, whose values are the tree number 15. The total in and out flow of the graph, from $v_{5}$ to $v_{4}$, is represented by the 15 spanning trees.

We have already shown that arborescences are contributors and in the following sections we will show how this relationship will allow the extension of Kirchhoff's Laws to signed graphs.

### 3.2 Tail-Equivalence and Contributor Classes

In this section, we will discuss concepts that are important for both Kirchoff's Laws and the examination of Hadamard's Conjecture in Section 5.

Two contributors are tail-equivalent if the image of their tail-incidences agree. Clearly, each tail-equivalence class has a single identity contributor containing only backsteps. The elements of a tail-equivalence class are partially ordered by $c \leq c^{\prime}$ if (1) the set of circles of $c$ is contained in the set of circles of $c^{\prime}$, or (2) the set of incidences are equal and $c$ has more connected components than $c^{\prime}$. Thus, the identity-contributor, having the most components and an empty set of circles, is the least element of each poset. Two examples appear in Figure 19.

Tail-equivalence is a generalization of the work in circle activation classes on bidirected graphs in [20]. Unpacking is the act of extending a backstep into its unique directed adjacency, and packing is the folding of a directed adjacency back into a backstep. For bidirected graphs, these two operations are well-defined and have inverses. However, in oriented hypergraphs only packing is well-defined, as edges can have more than two incidences mapped to them. Contributors that are packing/unpacking equivalent are grouped into activation classes and ordered as new circles appear.

Example 3.2.1 Each identity-contributor in the figure below is tail-equivalent to the contributors above them as each $\vec{P}_{1}$ maps to the same initial incidence.


Figure 19: Tail-equivalence classes from Figure 14.

Let $\mathcal{A}(G)$ denote a tail-equivalence class of $G$. For bidirected graphs, we will follow the convention of referring to the tail-equivalence classes as activation classes, where two contributors are clearly in the same activation class if they are packing or unpacking equivalent. As with restricted and reduced contributors, we let $\mathcal{A}(\mathbf{u} ; \mathbf{w} ; G)$ be the elements of tail-equivalency class $\mathcal{A}(G)$ where $u_{i} \mapsto w_{i}$, and $\hat{\mathcal{A}}(\mathbf{u} ; \mathbf{w} ; G)$ be the elements of $\mathcal{A}(\mathbf{u} ; \mathbf{w} ; G)$ with $u_{i} \mapsto w_{i}$ removed for each $i$. From [20], the activation classes and their restricted subclasses of a bidirected graph are Boolean lattices.

Lemma 3.2.2 ([20], Lemma 3.6) For a bidirected graph $G$, all activation classes of $G$ are Boolean lattices.

Furthermore, it was shown in [12] that the reduced contributors in single element activation classes, $\hat{\mathcal{A}}_{\neq 0}\left(\mathbf{u} ; \mathbf{w} ; L^{0}(G)\right)$, are unpacking equivalent to $k$-arborescences.

Theorem 3.2.3 ([12], Theorem 3.2.4) In a bidirected graph $G$ the set of all elements in single-element $\hat{\mathcal{A}}_{\neq 0}\left(\mathbf{u} ; \mathbf{w} ; L^{0}(G)\right)$ are unpacking equivalent to $k$-arborescences. Moreover, the $i^{\text {th }}$ component in the arborescence has sink $u_{i}$, and the vertices of each component are determined by the linking induced by $c^{-1}$ between all $u_{i} \in U \cap \bar{W} \rightarrow \bar{U}$ or unpack into a vertex of a linking component.

Given the importance of single-element trivial activation classes, which will appear repeatedly, let $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ be the non-zero elements of $\hat{\mathfrak{C}}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ in trivial activation classes.

Example 3.2.4 Consider the graph from Figure 17. Each of the identity-contributors have no circles, so the backsteps may be unpacked to produce new cycles. Since every edge contains a unique adjacency, the contributors are ordered by their circle sets. The subclass where $v_{i} \mapsto v_{j}$ is an order ideal. Three activation classes appear in Figure 20 along with their $v_{5} \mapsto v_{4}$ subclasses highlighted. The top contributor in the rightmost figure in Figure 20 is a trivial $v_{5} \mapsto v_{4}$ subclass. Additionally, the removal of the $v_{5} \mapsto v_{4}$ map leaves a rooted spanning tree which is equivalent to 1-arborescences.


Figure 20: Three Boolean activation classes for the given graph and their $v_{5} \mapsto v_{4}$ activation subclass (darker).

To see how a 2-arborescence is formed, consider the middle activation class in Figure 20 where $v_{5} \mapsto v_{4}$. Remove the $v_{5} \mapsto v_{4}$ map, then take the second order ideal induced by $v_{2} \mapsto v_{3}$ — this gives the middle contributors in Figure 21. The removal of the $v_{2} \mapsto v_{3}$ mapping and unpacking of any backsteps yields the 2-arborescence on the right of Figure 21.


Figure 21: A trivial $\left[v_{5} v_{2}, v_{4} v_{3}\right]$-reduced activation class unpacks into a 2-arborescence.

### 3.2.1 Contributor Arborescences

The 2-arborescences that arise from trivial activation classes need not be the same as Tutte's. A 2-arborescence for the transpedance calculation $\left[u_{1} u_{2}, w_{1} w_{2}\right.$ ] will be called a Tutte-2-arborescence while a 2-arborescence described as an element of $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ will be called a contributor-2-arborescence.

Let $F$ be a Tutte-2-arborescence in the calculation of $\left[u_{1} u_{2}, w_{1} w_{2}\right]$; the sign of $F$ (relative to $\left.\left[u_{1} u_{2}, w_{1} w_{2}\right]\right)$, denoted $\operatorname{sgn_{T}}(F)$, is +1 if it contributes to the value of $\left\langle u_{1} w_{1}, u_{2} w_{2}\right\rangle$ and -1 if it contributes to the value of $\left\langle u_{1} w_{2}, u_{2} w_{1}\right\rangle$. Tutte and contributor-2-arborescences are related via the Linking Lemma and the number of cycles that are formed.

Lemma 3.2.5 There is a bijection between Tutte-2-arborescences of the form $\left[u_{1} u_{2}, w_{1} w_{2}\right]$ and contributor-2-arborescences from $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$.

Proof. Let $u_{1}$ and $u_{2}$ be the source and sink, respectively, and let $w_{1}$ and $w_{2}$ be two vertices.

Part I: Let $F$ be a Tutte-2-arborescence for $\left[u_{1} u_{2}, w_{1} w_{2}\right]$. There are two cases based on $\operatorname{sgn} n_{T}(F)$.

Case $1\left(\operatorname{sgn}_{T}(F)=+1\right)$ : If $\operatorname{sgn}_{T}(F)=+1$, then $u_{1}$ and $w_{1}$ are in one component, and $u_{2}$ and $w_{2}$ are in the other. Reverse the path from $u_{1}$ and $w_{1}$ and $u_{2}$ and $w_{2}$ within each component. Introduce edges directed $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ to
complete two disjoint cycles. Note that these edges need not exist in $G$ as they exist in the zero-loading and will be removed in the reduced contributor. Next, pack all adjacencies away from each cycle into backsteps and remove the $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ adjacencies. Since there are no more circles, the resulting object is in $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$.

Case $2\left(\operatorname{sgn}_{T}(F)=-1\right)$ : If $\operatorname{sgn}(F)=-1$, then $u_{1}$ and $w_{2}$ are in one component, and $u_{2}$ and $w_{1}$ are in the other. This is identical to case 1 , except the introduction of edges directed $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ to form one cycle.

Part II: Let $c \in \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ and let $\check{c} \in \mathfrak{C}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ be the unreduced contributor for $c$. Since $c$ is in a trivial activation class, $\check{c}$ must either (a) contain 2 circles with $u_{1} \mapsto w_{1}$ or $u_{2} \mapsto w_{2}$ belonging to different circles, or (b) contain 1 circle with $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ belonging to the same circle.

Case 1 (Two-circles): Suppose č has exactly 2-circles. First, unpack all backsteps of $c$, then re-introduce $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ to complete the two circles. Reverse the circle orientations and remove the adjacencies. The result is a Tutte-2-arborescence $F$ of the form $\left\langle u_{1} w_{1}, u_{2} w_{2}\right\rangle$ and $\operatorname{sgn}_{T}(F)=+1$.

Case 2 (One-circle): Again, this is similar to case 1, except the adjacencies introduced form a single circle. The result is a Tutte-2-arborescence $F$ of the form $\left\langle u_{1} w_{2}, u_{2} w_{1}\right\rangle$, and $\operatorname{sgn}_{T}(F)=-1$.

Example 3.2.6 Consider the top left Tutte-2-arborescence from Figure 17 in the calculation for $\left[v_{5} v_{4}, v_{6} v_{1}\right]$. This Tutte-2-arborescence appears on the left of Figure 22.


Figure 22: A Tutte-2-arborescence transforming into a reduced contributor.

The paths within each part of the arborescence are reversed in step (a). The
missing edge is added to produce a unique (directed) circle in step (b). Next, all edges connected to each circle via a path are packed into backsteps away from each circle, producing the original restricted contributor. Finally, the introduced edges are removed to produce the reduced contributor in step (c).

Corollary 3.2.7 Let $F$ be a Tutte-2-arborescence in the calculation of $\left[u_{1} u_{2}, w_{1} w_{2}\right]$ and $c_{F}$ be its corresponding element in $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$, then

1. $\operatorname{sgn}_{T}(F)=+1$ if, and only if, $\check{c}_{F}$ has exactly two cycles,
2. $\operatorname{sgn}_{T}(F)=-1$ if, and only if, $\check{c}_{F}$ has exactly one cycle.

The above corollary is obtained from the proof of Lemma 3.2.5.

Corollary 3.2.8 Let e be the edge between $w_{1}$ and $w_{2}$. Introducing the $w_{1} w_{2}$-edge to any Tutte-2-arborescence associated to $\left[u_{1} u_{2}, w_{1} w_{2}\right]$ or a contributor-2-arborescence associated to an element of $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ produces a spanning tree in $G \cup e$.

Proof. In either type of 2-arborescence $w_{1}$ and $w_{2}$ are in different components and each component is a tree. If $e$ is an edge of $G$ a spanning tree of $G$ is produced. If $e$ does not exist in $G$, a spanning tree in $G \cup e$ is produced.

Example 3.2.9 Consider the graph in Figure 17. Two of the reduced contributors in $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; v_{5} v_{4}, v_{6} v_{1}\right)$ that correspond to $\left[v_{5} v_{4}, v_{6} v_{1}\right]$ appear on the left of Figure 23. The middle figures are obtained by unpacking backsteps to produce a contributor-2-arborescence. Finally, the introduction of the $v_{6} v_{1}$-edge yields a spanning tree.


Figure 23: Trivial activation classes unpack into 2-arborescences, and those used for edge labeling produce spanning trees.

Now that we have defined contributors as arborescences, we will see in the next section that we can replace the Tutte-2-arborescences with entire contributor sets and then characterize their contributor class signs.

### 3.2.2 Contributors as Transpedances

In this section, we will show that edge-labeling of signed contributors provide a generalization of transpedances and Kirchhoff-type Laws to signed graphs via the coefficients of the degree-2 monomials $x_{u_{1} w_{1}} x_{u_{2} w_{2}}$ from Theorem 2.4.3.

The determinant-sign of a contributor $c$ is taken from Theorem 2.4.3, where

$$
\operatorname{sgn}_{D}(c)=(-1)^{e c(\check{c})+n c(c)+b s(c)} .
$$

The contributor-based transpedance for the determinant, or
D-contributor-transpedance, is defined as

$$
\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}=\sum_{c \in \hat{\mathbb{C}}_{* 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)} \operatorname{sgn}_{D}(c),
$$

and consider the labeling of each $w_{1} w_{2}$-edge with the signed contributors from $\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}$ when $w_{1}$ and $w_{2}$ are adjacent.

Example 3.2.10 Again, consider the graph in Figure 17. The set of contributors that determine $\left[v_{5} v_{4}, v_{6} v_{1}\right]_{D}$, grouped into their activation classes, are shown in Figure 24.


Figure 24: All activation classes for $\left[v_{5} v_{4}, v_{6} v_{1}\right]_{D}$.

Note that non-trivial classes sum to zero if all edges are positive, and only the trivial classes will determine $\left[v_{5} v_{4}, v_{6} v_{1}\right]_{D}$ if $G$ is a graph.

The lemma below shows the simple relationship between the signs of a Tutte-2-arborescence and their associated reduced contributor.

Lemma 3.2.11 Let $F$ be a Tutte-2-arborescence and $c_{F}$ be its corresponding element in $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$, then $\operatorname{sgn}_{T}(F)=(-1)^{|V|_{\operatorname{sgn}}^{D}}\left(c_{F}\right)$.

## Proof.

Tutte's transpedances $\left[u_{1} u_{2}, w_{1} w_{2}\right.$ ] are ordered second cofactors from the Laplacian $\mathbf{L}_{\left(G ; u_{1} u_{2}, w_{1} w_{2}\right)}$, and the Tutte-2-arborescences are the signed commensurable parts that sum to $\left[u_{1} u_{2}, w_{1} w_{2}\right]$. From Theorem 2.4.3, the coefficient of $x_{u_{1} w_{1}} x_{u_{2} w_{2}}$ is $\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}$, and the reduced contributors are the signed commensurable parts that sum to $\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}$, but the coefficient of $x_{u_{1} w_{1}} x_{u_{2} w_{2}}$ is determined from $\mathbf{X}-\mathbf{L}_{G}$. The two adjacencies removed in each reduced contributor are mapped to $x_{u_{1} w_{1}}$ and $x_{u_{2} w_{2}}$, while all $|V|-2$ remaining Laplacian entries are negated; thus the sign discrepancy is $(-1)^{|V|-2}=(-1)^{|V|}$.

Tutte's transpedance degeneracy and energy reversal rules from Theorem 3.1.2 hold for $D$-contributor-transpedances.

Lemma 3.2.12 (Contributor Degeneracy) Let $G$ be a signed graph with source $u_{1}$, sink $u_{2}$, and vertices $w_{1}$ and $w_{2}$, then

$$
\left[u_{1} u_{1}, w_{1} w_{2}\right]_{D}=\left[u_{1} u_{2}, w_{1} w_{1}\right]_{D}=0 .
$$

Proof. The set of reduced contributors for $\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{1}, w_{1} w_{2}\right)$ and $\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{1}\right)$ are both empty. The first would require two maps of the form $u_{1} \mapsto w_{1}$ and $u_{1} \mapsto w_{2}$, and there cannot be two tails at $u_{1}$. The second would require two maps of the form $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{1}$, and there cannot be two heads at $w_{1}$.

Using the Linking Lemma on reduced contributors, since the unreduced contributors represent permutation clones of the graph, we can produce $W U$-paths as the circles are cut. This idea allows for the following result to be extended for $D$-contributor-transpedances.

Lemma 3.2.13 (Contributor Energy Reversal) Let $G$ be a signed graph with source $u_{1}$, sink $u_{2}$, and vertices $w_{1}$ and $w_{2}$, then

$$
\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}=-\left[u_{1} u_{2}, w_{2} w_{1}\right]_{D}=-\left[u_{2} u_{1}, w_{1} w_{2}\right]_{D}
$$

Proof. We show the first equality, the second is similar.
Consider $c \in \hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ and reintroduce maps $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ to form the unreduced contributor $\check{c}$. There are two cases depending if $u_{1}, u_{2}, w_{1}, w_{2}$ belong to one or two circles in $\check{c}$.

Case 1 (Two circles): In this case we have that $\left\{u_{1}, w_{1}\right\}$ and $\left\{u_{2}, w_{2}\right\}$ are in disjoint circles in $\check{c}$. Remove $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ in $\check{c}$, and replace them with $u_{1} \mapsto w_{2}$ and $u_{2} \mapsto w_{2}$ to form a new non-zero unreduced contributor $\check{c}^{\prime}$ in $\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{2} w_{1}\right)$ where $\left\{u_{1}, u_{2}, w_{1}, w_{2}\right\}$ are in a single circle. Since $c$ and $c^{\prime}$ have the same adjacencies and backsteps, the sign difference between $\operatorname{sgn}_{D}(c)$ and
$\operatorname{sgn}_{D}\left(c^{\prime}\right)$ is determined by the even circle structure of their unreduced contributors. If the original circles were both even, the new single circle is even; a loss of one even circle. If the original circles were both odd, the new circle is even; a gain of one even circle. If the original circles have different parity, the new circle is odd; a loss of one even circle. In any case $\operatorname{sgn_{D}}(c)=-\operatorname{sgn} n_{D}\left(c^{\prime}\right)$.

Case 2 (One circle): In this case we have that $\left\{u_{1}, u_{2}, w_{1}, w_{2}\right\}$ are in a single circle $\check{c}$. Remove $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ in $\check{c}$, and replace them with $u_{1} \mapsto w_{2}$ and $u_{2} \mapsto w_{2}$ to form a new non-zero unreduced contributor $\check{c}^{\prime}$ in $\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{2} w_{1}\right)$ where $\left\{u_{1}, w_{1}\right\}$ and $\left\{u_{2}, w_{2}\right\}$ are in disjoint circles. Since $c$ and $c^{\prime}$ have the same adjacencies and backsteps, the sign difference between $\operatorname{sgn} n_{D}(c)$ and $\operatorname{sgn_{D}}\left(c^{\prime}\right)$ is determined by the even circle structure of their unreduced contributors. If the original circle is even, each new circle is odd. If the original circle is odd, each new circle is even. Thus in either case $\operatorname{sgn_{D}}(c)=-\operatorname{sgn} n_{D}\left(c^{\prime}\right)$.

This process is reversible, so we have the first equality. The second equality is similar.

### 3.3 Transpedance Evaluation

With the sign adjustment in Lemma 3.2.11, we can immediately use the elements of $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ in place of transpedances. We will extend these results to characterize the placement of entire contributor families on edges. Let $\hat{\mathfrak{A}}(\mathbf{u}, \mathbf{w} ; G)$ be the set of all reduced activation classes of the form $\hat{\mathcal{A}}(\mathbf{u}, \mathbf{w} ; G)$, and let $\hat{\mathfrak{A}}^{-}(\mathbf{u}, \mathbf{w} ; G)$ be the subset of $\hat{\mathfrak{A}}(\mathbf{u}, \mathbf{w} ; G)$ such that no element contains a positive circle. The activation class transversal consisting of maximal elements is denoted by $\mathcal{M}_{\mathbf{u}, \mathbf{w}}$, and $\mathcal{M}_{\mathbf{u}, \mathbf{w}}^{-}$is the subset of maximal elements that are positive-circle-free. Since each activation class is Boolean (Lemma 3.2.2), $D$-contributor-transpedances have a simple presentation via the maximal element of each activation class.

Theorem 3.3.1 If $G$ is a signed graph, then

$$
\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}=\sum_{m \in \mathcal{M}_{\left(u_{1} u_{2}, w_{1} w_{2}\right)}^{-}} \operatorname{sgn}_{D}(m) \cdot(2)^{\eta(m)}
$$

where $\eta(m)$ is the number of negative circles in maximal contributor $m$.

## Proof.

Let $G$ be a signed graph with distinguished source $u_{1}$, sink $u_{2}$, edge $w_{1} w_{2}$, and total orderings $\mathbf{u}=\left(u_{1}, u_{2}\right)$ and $\mathbf{w}=\left(w_{1}, w_{2}\right)$. Also, let $\hat{\mathfrak{A}}=\hat{\mathfrak{A}}(\mathbf{u}, \mathbf{w} ; G)$, and $\hat{\mathcal{A}}=\hat{\mathcal{A}}(\mathbf{u}, \mathbf{w} ; G)$. Partition the $D$-contributor-transpedance value $\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}$ into activation classes as follows:

$$
\begin{aligned}
{\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D} } & =\sum_{\hat{\mathcal{A}} \in \hat{\hat{A}}} \sum_{c \in \hat{\mathcal{A}}} s g n_{D}(c) \\
& =\sum_{\hat{\mathcal{A}} \in \hat{\mathfrak{A}}-} \sum_{c \in \hat{\mathcal{A}}} \operatorname{sgn}(c)+\sum_{\hat{\mathcal{A}} \in \hat{\mathfrak{A}} \backslash \hat{\mathfrak{A}}-} \sum_{c \in \hat{\mathcal{A}}} \operatorname{sgn} n_{D}(c)
\end{aligned}
$$

From Lemma 3.2.2, activation classes form Boolean lattices, and each sum is calculated separately.

Case 1 (No positive circles): Let contributors $c$ and $c^{\prime}$ only differ by a single negative circle, which appears in $c$ but not in $c^{\prime}$. Let the length of this circle be $\ell$. Packing this circle into backsteps will yield a loss of a single positive circle and a gain of $\ell$ backsteps.

Case $1 a$ ( $\ell$ is odd): If $\ell$ is odd, the $\operatorname{sgn}_{D}\left(c^{\prime}\right)$ is related to $\operatorname{sgn_{D}}(c)$ as follows:

$$
\begin{aligned}
\operatorname{sgn}_{D}\left(c^{\prime}\right) & =(-1)^{e c(\check{c})+(n c(c)-1)+(b s(c)+\ell)} \\
& =(-1)^{e c(\check{c})+n c(c)+b s(c)} \cdot(-1)^{\ell-1}=\operatorname{sgn}_{D}(c) .
\end{aligned}
$$

Case $1 b$ ( $\ell$ is even): If $\ell$ is even, packing also loses an even circle and $\operatorname{sgn_{D}}\left(c^{\prime}\right)$
is related to $\operatorname{sgn_{D}}(c)$ as follows:

$$
\begin{aligned}
\operatorname{sgn}_{D}\left(c^{\prime}\right) & =(-1)^{(e c(\check{c})-1)+(n c(c)-1)+(b s(c)+\ell)} \\
& =(-1)^{e c(\check{c})+n c(c)+b s(c)} \cdot(-1)^{\ell-2}=\operatorname{sgn}_{D}(c) .
\end{aligned}
$$

Since each element has the same sign and each activation class is Boolean there are $2^{\eta(m)}$ contributors, where $m$ is the maximal contributor containing $\eta(m)$ circles. So it follows that:

$$
\sum_{\hat{\mathcal{A}} \in \hat{\mathfrak{Q}}} \sum_{c \in \hat{\mathcal{A}}} \operatorname{sgn}_{D}(c)=\sum_{m \in \mathcal{M}_{\left(u_{1} u_{2}, w_{1} w_{2}\right)}} \operatorname{sgn}_{D}(m) \cdot(2)^{\eta(m)} .
$$

Case 2 (Positive circle): Let contributors $c$ and $c^{\prime}$ only differ by a single positive circle, which appears in $c$ but not in $c^{\prime}$. Let the length of this circle be $\ell$. Packing this circle into backsteps will yield a loss of a single positive circle and a gain of $\ell$ backsteps.

Case $2 a\left(\ell\right.$ is odd): If $\ell$ is odd, the $\operatorname{sgn}_{D}\left(c^{\prime}\right)$ is related to $\operatorname{sgn_{D}}(c)$ as follows:

$$
\begin{aligned}
\operatorname{sgn}_{D}\left(c^{\prime}\right) & =(-1)^{e c(\check{c})+n c(c)+(b s(c)+\ell)} \\
& =(-1)^{e c(\check{c})+n c(c)+b s(c)} \cdot(-1)^{\ell}=-s g n_{D}(c) .
\end{aligned}
$$

Case $2 b$ ( $\ell$ is even): If $\ell$ is even, packing also loses an even circle and $s g n_{D}\left(c^{\prime}\right)$ is related to $\operatorname{sgn}_{D}(c)$ as follows:

$$
\begin{aligned}
\operatorname{sgn}_{D}\left(c^{\prime}\right) & =(-1)^{(e c(\check{c})-1)+n c(c)+(b s(c)+\ell)} \\
& =(-1)^{e c(\check{c})+n c(c)+b s(c)} \cdot(-1)^{\ell-1}=-\operatorname{sgn}_{D}(c) .
\end{aligned}
$$

Again, since each activation class is Boolean, there is a bijection between contributors with circle $C$ and those without $C$ via packing/unpacking. Thus, each
activation class that contains a contributor with a positive circle will have those contributors sum to 0 . Moreover, the remaining classes are determined by the sign of their maximal element.

$$
\begin{aligned}
{\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D} } & =\sum_{\hat{\mathcal{A}} \in \hat{\mathfrak{\imath}}-} \sum_{c \in \hat{\mathcal{A}}} \operatorname{sgn}_{D}(c)+0 \\
& =\sum_{m \in \mathcal{M}_{\bar{u} ; \mathbf{w}}^{\overline{-}}} \operatorname{sgn} n_{D}(m) \cdot(2)^{\eta(m)}
\end{aligned}
$$

Transpedances are second cofactors. These arise naturally as the coefficients of the degree- 2 monomials of the total minor polynomial for integer matrix Laplacians [12], where the coefficients are determined by sums of reduced contributors.

Example 3.3.2 Consider the transpedance value $\left[v_{5} v_{4}, v_{1} v_{2}\right]=1$ along the top edge in Figure 18. This value can be calculated through the total minor polynomial by first finding all contributors where $v_{5} \mapsto v_{1}$ and $v_{4} \mapsto v_{2}$, then removing these two maps - these maps are allowed to exist in the zero-loading $L^{0}(G)$. If they do not exist in the original graph and are then subsequently removed the contributor then exists. The remaining objects need to exist in $G$ to avoid mapping to 0 . In this case, there is only one such reduced contributor that lies in $G$, shown in Figure 25.


Figure 25: Reduced contributors find coefficients of the total minor polynomial as generalized cycle covers.

Using the determinant signing function in Theorem 2.4.3, and assuming every edge is positive (as in a graph) because we have not specified edge signings, we find $e c(\check{c})=0$ since there are 0 even circles in the non-reduced contributor while nc(c)=0
and $b s(c)=0$. Thus, the sign of the contributor is $(-1)^{0+0+0}=1$. This is the value of the coefficient of $x_{v_{5} v_{1}} x_{v_{4} v_{2}}$ as well as $\left[v_{5} v_{4}, v_{1} v_{2}\right]$, as depicted in Figure 18.

From here we can combine Lemmas 3.2.5, 3.2.11, and Theorem 3.3.1 to find the following interpretation of Tutte-transpedances:

Corollary 3.3.3 (Parity-Polarity Reversal) If $G$ is a signed graph with all positive edges, then $\left[u_{1} u_{2}, w_{1} w_{2}\right]=(-1)^{|V|}\left[u_{1} u_{2}, w_{1} w_{2}\right]_{D}$.

Proof. If all edges are positive, by Theorem 3.3.1, the only non-cancellative terms are trivial reduced activation classes. The bijection between 2-arborescence types in Lemma 3.2.5 combined with the signing in Lemma 3.2.11 completes the proof.

That is to say that Tutte's edge-labeling via transpedances provides a natural orientation from source to sink, where the difference lies in that the contributor version is negated for graphs where the number of vertices is odd.

For a graph with all positive edges, like Figure 20, and the contributors for $\left[v_{5} v_{4}, v_{6} v_{1}\right]_{D}$ in Figure 24, produce a value of +4 as the non-trivial classes sum to 0 and there is an even number of vertices. This agrees with Tutte's transpedance [ $\left.v_{5} v_{4}, v_{6} v_{1}\right]$.

However, a signed graph may not have their non-trivial activation classes cancel.

Example 3.3.4 For a new example, consider the signed graph in Figure 26 with source $v_{5}$ and sink $v_{4}$. To calculate the $D$-contributor-transpedance along edge $v_{5} v_{4}$, we examine $\left[v_{5} v_{4}, v_{5} v_{4}\right]_{D}$. The contributors in Figure 26 are the non-cancellative contributors as they do not contain positive circles. Since there are an odd number of vertices, the value is negated relative to Tutte's and the value is -12 .


Figure 26: Non-trivial reduced-contributors signed $\left[v_{5} v_{4}, v_{5} v_{4}\right]_{D}=-12$

If all the edges were positive, the D-contributor-transpedance would have been -8, as the oriented 3-circles would be positive. Also, observe that there are far more than 12 contributors on edge $v_{5} v_{4}$. The contributors in Figure 27 always cancel as they repeat an adjacency, so the circle is always positive.


Figure 27: Non-trivial reduced-contributors signed $\left[v_{5} v_{4}, v_{5} v_{4}\right]_{D}=-12$

The sign between an edge does not matter when determining the $D$-contributor-transpedance on that edge, as the edge cannot exist in any relevant contributor. Additionally, cycles may not cancel in their activation class as they would in a graph.

### 3.4 Source-Sink Pathing

We have seen that contributor-transpedances satisfy their own general Degeneracy (Lemma 3.2.12) and Energy Reversal (Lemma 3.2.13) Kirchhoff-type laws. When evaluated via activation classes (Theorem 3.3.1), all positive graphs relate to Tutte-transpedances via Polarity reversal (Corollary 3.3.3). In this section, we investigate the Cycle Conservation and Vertex Conservation properties from Theorem 3.1.2 by showing that transpedances are contributor sorts along
source-sink paths as a generalization of Corollary 3.2.8. However, the expectation of conservation no longer holds.

Let $G$ be a signed graph with source $u_{1}$, sink $u_{2}$, and vertices $w_{1}$ and $w_{2}$. If $w_{1}$ and $w_{2}$ are adjacent, call their edge $e$. If $w_{1}$ and $w_{2}$ are not adjacent, regard $G$ as a subgraph $G \cup e_{w_{1} w_{2}}$ where edge $e_{w_{1} w_{2}}$ is added between $w_{1}$ and $w_{2}$. This is called the local-loading of $G$ at $\left\{w_{1}, w_{2}\right\}$ and is related to the injective loading properties from $[13,12]$. To simplify notation, we will simply write $G \cup e_{w_{1} w_{2}}$ with the understanding that $e_{w_{1} w_{2}}$ may exist in $G$. Let $\mathcal{P}\left(u_{1} u_{2}, w_{1} w_{2}\right)$ be the set of $u_{1} u_{2}$-paths containing $e_{w_{1} w_{2}}$ in $G \cup e_{w_{1} w_{2}}$.

Lemma 3.4.1 $A$ contributor $c$ is in $\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$ if, and only if, $c$ contains a unique path $P \in \mathcal{P}\left(u_{1} u_{2}, w_{1} w_{2}\right)$ in $G \cup e_{w_{1} w_{2}}$.

## Proof.

Part I: Let $c \in \hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$, and $\check{c}$ be its unreduced contributor. There are two cases depending if $u_{1}, u_{2}, w_{1}, w_{2}$ belong to one or two circles in $\check{c}$.

Case 1 (Two circles): In this case we have $u_{1}, w_{1}$ and $u_{2}, w_{2}$ are in disjoint circles in $\check{c}$. Remove $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ and reverse $u_{1} \rightarrow w_{1}$. Note that we remove immediate adjacencies and reverse the remaining existing path from $u_{1}$ to $w_{1}$, which does not contain a adjacency between $u_{1}$ and $w_{1}$. Introduce edge $e$ to produce a $u_{1} u_{2}$-path $P$ where $w_{1}$ precedes $w_{2}$ in $P$. Any additional circles and backsteps are external and may only extend the activation class.

Case 2 (One circle): In this case we have $u_{1}, u_{2}, w_{1}, w_{2}$ in a single circle in $\check{c}$. Remove $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$, reverse $u_{1} \rightarrow w_{2}$, and introduce edge $e$ to produce a $u_{1} u_{2}$-path $P$ where $w_{2}$ precedes $w_{1}$ in $P$. Any additional circles and backsteps are external and may only extend the activation class.

Part II: Let $P \in \mathcal{P}\left(u_{1} u_{2}, w_{1} w_{2}\right)$. There are two cases depending if $w_{1}$ precedes $w_{2}$ or $w_{2}$ precedes $w_{1}$ in $P$.

Case 1 ( $w_{1}$ precedes $w_{2}$ ): Delete $e_{w_{1} w_{2}}$, and introduce $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$. Reverse the $u_{1} w_{1}$-part of $P$, and do not reverse the $u_{2} w_{2}$-part of $P$ to make two circles. Introduce backsteps/circles at all remaining vertices to form an unreduced contributor $\check{c}$. Remove $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ to get $c \in \hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$. Pack/unpack as necessary to form activation classes.

Case $2\left(w_{2}\right.$ precedes $\left.w_{1}\right)$ : Delete $e_{w_{1} w_{2}}$, and introduce $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$. Reverse the $u_{1} w_{2}$-part of $P$, and do not reverse $u_{2} w_{1}$-part of $P$ to make one circle. Introduce backsteps/circles at all remaining vertices to form an unreduced contributor $\check{c}$. Remove $u_{1} \mapsto w_{1}$ and $u_{2} \mapsto w_{2}$ to get $c \in \hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$. Pack/unpack as necessary to form activation classes.

We now have the immediate corollaries demonstrating that all contributors for a given transpedance are related to a direct source-sink path property.

Corollary 3.4.2 Let $c \in \hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$. Every edge-adjacency appearing in c outside an activated circle is in one of the parts of the $w_{i} u_{j}$-paths. Moreover, these paths are oriented from $w_{i}$ to $u_{j}$.

Corollary 3.4.3 If $w_{1}$ is a monovalaent vertex that is not a source or sink with supporting edge $e_{w_{1} w_{2}}$, then $\left[u_{1} u_{2}, w_{1} w_{2}\right]=0$.

From here, we can observe a simple reinterpretation of Tutte's transpedances.

Corollary 3.4.4 Let $G$ be a graph with source $u_{1}$ and sink $u_{2}$. The edge labeling of $G$ by transpedances $\left[u_{1} u_{2}, w_{1} w_{2}\right]$ is equivalent to a sorting of spanning trees via adjacency swapping along the $u_{1} u_{2}$-path in $G \cup e$.

Proof. Corollary 3.2.8 provides an interpretation of trivial activation classes as spanning trees, even for transpedances not on adjacencies. Additionally, Corollary 3.3.3 shows that these are the only objects that do not cancel in the Boolean activation classes in a graph. Part 4 of Theorem 3.1.2 indicates the net inflow and outflow is the tree-number.

Example 3.4.5 The reduced contributors in trivial activation classes for Figure 18 appear on each edge in Figure 28 (left). A source-sink path is indicated on the right with the associated unpacked contributors, shown with edges inserted to produce spanning trees on the left.


Figure 28: Left: Contributors from trivial classes; Right: The associated spanning trees and unique paths.

Combining Theorem 3.3.1 and Lemma 3.4.1, we can discuss the Cycle and Vertex Conservation properties from Theorem 3.1.2. For a graph there is a natural matching of cancellative contributors within the non-trivial Boolean classes which causes cancellation and produces the conservation laws. The introduction of negative edges may produce non-vanishing Boolean classes as well as matched trivial classes of the same sign.

## Lemma 3.4.6 (Contributor Cycle "Conservation") There is a matching

 between the elements of$$
\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right) \cup \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{2} w_{3}\right) \cup \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{3} w_{1}\right)
$$

## Proof.

Let $G$ be a signed graph with source $u_{1}$, sink $u_{2}$, and vertices $w_{1}, w_{2}$, and $w_{3}$. Additionally, let $e_{w_{1} w_{2}}, e_{w_{2} w_{3}}$, and $e_{w_{3} w_{1}}$ be the edges between their respective vertices, or the edge introduced to $G$ if one does not exist.

Consider $c \in \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)$. From Lemma 3.4.1, let $P$ be the unique $u_{1} u_{2}$-path in $c$ made with the inclusion of $e_{w_{1} w_{2}}$ so that $P=P_{u_{1}, w_{i}} \cup e_{w_{1} w_{2}} \cup P_{w_{j}, u_{2}}$, where $\{i, j\}=\{1,2\}$. Since $c$ is in a trivial class, there are no circles to activate, and from Corollary 3.4.2 vertex $w_{3}$ must be linked to $P_{u_{1}, w_{i}}$ or $P_{w_{j}, u_{2}}$ by a sequence of unpackings. Moreover, all backsteps outside of circle-activation unpack towards $P$, so there is a unique vertex $w^{\prime}$ that meets exactly one of $P_{u_{1}, w_{i}}$ or $P_{w_{j}, u_{2}}$.


Assume $w^{\prime}$ meets $P_{u_{1}, w_{i}}$, the case where $w^{\prime}$ meets $P_{w_{j}, u_{2}}$ is similar. Form the path $P^{\prime}: u_{1} \rightarrow w^{\prime} \rightarrow w_{3} . P^{\prime}$ may contain $w_{i}$ if $w^{\prime}=w_{i}$ but cannot contain $e_{w_{1} w_{2}}$. Introducing edge $e_{w_{3}, w_{j}}$ forms a unique $u_{1} u_{2}$-path $P^{\prime \prime}=P^{\prime} \cup e_{w_{3}, w_{j}} \cup P_{w_{j}, u_{2}}$ that uses exactly one of $e_{w_{1} w_{2}}, e_{w_{2} w_{3}}$, or $e_{w_{3} w_{1}}$. Removing $e_{w_{3}, w_{i}}$, reversing the $u_{1} w_{i}$ part of $P^{\prime \prime}$, and packing all non- $P^{\prime \prime}$ adjacencies away from $P^{\prime \prime}$ leaves a unique contributor $c^{\prime} \in \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{3} w_{j}\right)$.


Moreover, there is no corresponding contributor in $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{3} w_{i}\right)$ since $e_{w_{3}, w_{i}}$ does not form a path without using more than one of $e_{w_{1} w_{2}}, e_{w_{2} w_{3}}$, and $e_{w_{3} w_{1}}$.

Tutte's Cycle Conservation in Theorem 3.1.2 comes from Lemma 3.4.6, as every edge is positive and the matching converts between one and two circles, changing their signs. Cancellation of graphs is a specific case of the general rule for signed graphs as opposed to an inherent structural difference between graphs and
signed graphs. In general, signed graphic conservation cannot be guaranteed as (1) there may be negative edges between a trivial-class matching, and (2) the non-trivial classes need not cancel. Tutte's Vertex Conservation in Theorem 3.1.2 is also a consequence of the following lemma and is easily seen in Figure 28 by tracing the contributor sorting along source-sink paths.

Lemma 3.4.7 (Vertex "Conservation") Let $G$ be a signed graph with source $u_{1}$, $\operatorname{sink} u_{2}$, and let $v$ be another vertex.

1. If $v \notin\left\{u_{1}, u_{2}\right\}$, then $\left|\bigcup_{x \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, x v\right)\right|=\left|\bigcup_{y \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, v y\right)\right|$.
2. If $v \in\left\{u_{1}, u_{2}\right\}$, then $\left|\bigcup_{x \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, u_{1} x\right)\right|=\left|\bigcup_{y \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, y u_{2}\right)\right|$.

## Proof.

Let $G$ be a signed graph with source $u_{1}$, sink $u_{2}$, and let $v$ be another vertex. Consider $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, x v\right)$ and $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, v y\right)$, where the edges $e_{x v}$ and $e_{v y}$ exist in $G$.

Case $1\left(v \notin\left\{u_{1}, u_{2}\right\}\right)$ : If $c \in \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, x v\right)$, using Lemma 3.4.1 consider the $u_{1} u_{2}$-paths that contains $e_{x v}$. Since $v$ is not the source or sink, each path must contain exactly one of the edges $e_{v y}$ for some $y$. From Corollary 3.4.2, all contributors in $\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, x v\right)$ associated to a path containing both $e_{x v}$ and $e_{v y}$ must also have a corresponding element in $\hat{\mathfrak{C}}^{1}\left(L^{0}(G) ; u_{1} u_{2}, v y\right)$.

The argument is identical on the preceding edge when starting with $\hat{\mathfrak{C}}^{1}\left(L^{0}(G) ; u_{1} u_{2}, v y\right)$.

Case $2\left(v \in\left\{u_{1}, u_{2}\right\}\right)$ : If $v$ is the source, there are no $v$-entrant edges in any $u_{1} u_{2}$-path. While, if $v$ is the sink, there are no $v$-salient edges in any $u_{1} u_{2}$-path. However, from Lemma 3.4.1 and Corollary 3.4.2, all contributors arise from $u_{1} u_{2}$-paths, therefore all trivial class contributors out of $u_{1}$ have a corresponding contributor in to $u_{2}$.

Clearly, if every edge of a signed graph is positive, the non-trivial activation classes sum to zero. The trivial classes in each matching above also cancel. Thus, conservation is guaranteed when $G$ has all positive edges.

Corollary 3.4.8 If $G$ has all positive edges, then the $D$-contributor-transpedances are both cycle and vertex conservative.

It is clear, based on an earlier observation, that a graph with a single negative edge that is between the source and sink is conservative, as that edge never appears in any contributor.

## 4 MAXIMIZING TRANSPEDANCES VIA PERMANENTS

In this section, we will discuss counting total contributors and how permanents, contributors, and the the signless Laplacian can be used to maximize transpedances.

### 4.1 Contributor Counting

In previous sections, we observed how contributors can be used in determining the characteristic and total minor polynomials $[6,12]$ and generalizations of the Matrix-tree Theorem [20]. Next, we will examine the net placement of contributors on a graph. This will utilize the fact that the permanent of the oriented hypergraphic signless Laplacian was shown to count the number of contributors, which occurs when every adjacency is negative.

Theorem 4.1.1 ([6], Theorem 4.3.1 part 1) Let $G$ be an oriented hypergraph with no isolated vertices or 0-edges with Laplacian matrix $\mathbf{L}_{G}$, then $\operatorname{perm}\left(\mathbf{L}_{G}\right)=|\mathfrak{C}(G)|$ if, and only if, every edge of $G$ is extroverted or introverted.

The previous theorem is a direct calculation on the Laplacian, as we make use of the coefficient of the total minor polynomial to keep track of the ordered minor placement. The permanental-sign of a contributor $c$ is taken from Theorem 2.4.3, where

$$
\operatorname{sgn}_{P}(c)=(-1)^{n c(c)+b s(c)} .
$$

Thus, the signless Laplacian can be used to count the number of reduced contributors for any oriented hypergraph.

Theorem 4.1.2 If $G$ is an oriented hypergraph with all negative adjacencies, then

$$
\sum_{c \in \hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; \mathbf{u}, \mathbf{w}\right)} s g n_{P}(c)=(-1)^{|V|-k}\left|\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; \mathbf{u}, \mathbf{w}\right)\right|
$$

Proof. Let $k=|U|=|W|$ with $U$ and $W$ totally orderings $\mathbf{u}$ and $\mathbf{w}$. Also let $\operatorname{sgn} n_{P}(c)=(-1)^{n c(c)+b s(c)}$ be the permanent signing function. We proceed with an inductive argument:

Case $1(k=0)$ : Observe that if $c$ is a minimal (identity-clone) contributor, then $n c(c)=0$ and $b s(c)=|V|$, and the permanent sign of all minimal contributors is $(-1)^{|V|}$. If $c^{\prime}$ is any contributor that can unpack into another covering contributor $c^{\prime \prime}$ containing a new cycle of length $\ell$, then we have two cases based on $\ell$ 's parity.

Case $1 a$ ( $\ell$ is even): Unpack $\ell$ backsteps in $c^{\prime}$ to form a cycle of length $\ell$ in $c^{\prime \prime}$. Since $\ell$ is even and all edges are negative, we lose $\ell$ backsteps and gain 0 negative components. Since $-\ell+0$ is even, $\operatorname{sgn}_{P}\left(c^{\prime}\right)=\operatorname{sgn}_{P}\left(c^{\prime \prime}\right)$.

Case $1 b$ ( $\ell$ is odd): Unpack $\ell$ backsteps in $c^{\prime}$ to form a cycle of length $\ell$ in $c^{\prime \prime}$. Since $\ell$ is odd and all edges are negative, we lose $\ell$ backsteps and gain 1 negative component. Since $-\ell+1$ is even, $\operatorname{sgn} n_{P}\left(c^{\prime}\right)=\operatorname{sgn}\left(c^{\prime \prime}\right)$.

Thus, all contributors have the same sign as their minimal contributor, and all minimal contributors have the same sign, giving

$$
\sum_{c \in \hat{\mathbb{C}}_{+0}\left(L^{0}(G) ; \mathbf{u}, \mathbf{w}\right)} \operatorname{sgn}_{P}(c)=(-1)^{|V|}|\hat{\mathfrak{C}}(G)| .
$$

Case $2(k>0)$ : In a contributor with all negative adjacencies, deleting a negative edge will swap the sign of the component that contained the edge, thus changing $n c(c)$ by one. Deleting a backstep will decrease $b s(c)$ by one, which will flip the permanent sign of the total contributor. Since all contributors in $\hat{\mathfrak{C}}(G)$ have the same permanent signing, the sign alternates with every edge or backstep that is removed. Thus, the permanent counts of reduced contributors must be

$$
(-1)^{|V|-k}\left|\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; \mathbf{u}, \mathbf{w}\right)\right|
$$

### 4.2 Signed Graphs and Maximal Transpedances

We have previously defined contributor transpedances for the determinant and now define a similar contributor transpedance for the permanent. The $P$-contributor-transpedance, to be

$$
\left[u_{1} u_{2}, w_{1} w_{2}\right]_{P}=\sum_{c \in \hat{\mathbb{C}}_{* 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)} \operatorname{sgn}_{P}(c) .
$$

Corollary 4.2.1 If $G$ is an oriented hypergraph with all negative adjacencies, then

$$
\left[u_{1} u_{2}, w_{1} w_{2}\right]_{P}=(-1)^{|V|}\left|\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)\right|
$$

Proof. From Theorem 4.1.2 the value of $\left[u_{1} u_{2}, w_{1} w_{2}\right]_{P}$ is equal to

$$
(-1)^{|V|-2}\left|\hat{\mathfrak{C}}_{\neq 0}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right)\right|,
$$

and $|V|-2$ and $|V|$ have the same parity.
The permanent of a signless Laplacian provides a count on the total number of contributors and thus a maximum value, never actually achievable, for the determinant.

Below, we provide further results regarding a permanent version of Tutte's Transpedance Theorem.

Lemma 4.2.2 (P-Contributor Degeneracy) Let $G$ be a signed graph with
source $u_{1}$, sink $u_{2}$, and distinct vertices $w_{1}, w_{2}$ and $w_{3}$, then

1. $\left[u_{1} u_{1}, w_{1} w_{2}\right]_{P}=\left[u_{1} u_{2}, w_{1} w_{1}\right]_{P}=0$,
2. $\left[u_{1} u_{2}, w_{1} w_{2}\right]_{P}=\left[u_{1} u_{2}, w_{2} w_{1}\right]_{P}=\left[u_{2} u_{1}, w_{1} w_{2}\right]_{P}$,
3. There is a matching between the elements of

$$
\hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{1} w_{2}\right) \cup \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{2} w_{3}\right) \cup \hat{\mathfrak{C}}_{\neq 0}^{1}\left(L^{0}(G) ; u_{1} u_{2}, w_{3} w_{1}\right) .
$$

4. Let $G$ be a signed graph with source $u_{1}$, $\operatorname{sink} u_{2}$, and let $v$ be another vertex.

$$
\begin{aligned}
& \text { (a) If } v \notin\left\{u_{1}, u_{2}\right\} \text {, then }\left|\bigcup_{x \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(G ; u_{1} u_{2}, x v\right)\right|=\left|\bigcup_{y \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(G ; u_{1} u_{2}, v y\right)\right| . \\
& \text { (b) If } v \in\left\{u_{1}, u_{2}\right\} \text {, then }\left|\bigcup_{x \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(G ; u_{1} u_{2}, u_{1} x\right)\right|=\left|\bigcup_{y \sim v} \hat{\mathfrak{C}}_{\neq 0}^{1}\left(G ; u_{1} u_{2}, y u_{2}\right)\right| \text {. }
\end{aligned}
$$

Proof. The proofs are identical to the determinant case as they are the same set of objects. The only exception is even circles are not included in any signs.

## 5 HADAMARD'S CONJECTURE

Hadamard's maximum determinant problem ask for the largest possible determinant for an $n \times n\{ \pm 1\}$-matrix. Furthermore, the conjecture states that a Hadamard matrix, a $\{ \pm 1\}$-matrix of maximal determinant with mutually orthogonal rows, exists only when $n=1,2$ or $n \equiv 0 \bmod 4$.

When considering the maximum determinant problem for $\{ \pm 1\}$-matrices, it is often translated to the maximum determinant problem of $\{0,+1\}$-matrices. Given a $\{ \pm 1\}$-matrix, the problem can be normalized by row and column negation to have the entries of the first row and first column be entirely +1 . For a normalized $\{ \pm 1\}$-matrix $\mathbf{H}$, let $\mathbf{H}^{\prime}$ be the matrix obtained by pivoting on the $\{1,1\}$-entry, and $\mathbf{H}_{1,1}^{\prime}$ be the $\{1,1\}$-minor of $\mathbf{H}^{\prime}$. The entries of $\mathbf{H}_{1,1}^{\prime}$ are either 0 or -2 , and factoring out the non-zeroes from each row gives a matrix $\mathbf{H}_{1,1}^{\prime \prime}$ where

$$
|\operatorname{det}(\mathbf{H})|=2^{n-1}\left|\operatorname{det}\left(\mathbf{H}_{1,1}^{\prime \prime}\right)\right| .
$$

Example 5.0.1 Consider the $\{ \pm 1\}$-matrix of size 4, which is a matrix of maximal determinant for a $\{ \pm 1\}$-matrix of size $4 \times 4$. The following steps demonstrate how to translate to the maximum determinant problem to a $\{0,1\}$-matrix maximal determinant problem which is a standard practice.

$$
\left[\begin{array}{cccc}
-1 & 1 & -1 & 1 \\
-1 & -1 & -1 & -1 \\
-1 & 1 & 1 & -1 \\
1 & 1 & -1 & -1
\end{array}\right] \xrightarrow{\text { norm }}\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & 1 & -1 \\
1 & 1 & -1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right] \xrightarrow{\text { pivot }}\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
0 & -2 & 0 & -2 \\
0 & 0 & -2 & -2 \\
0 & -2 & -2 & 0
\end{array}\right] .
$$

We will instead consider the meaning of the $\{-2,0\}$ matrix.

This process allows for reinterpretation of Hadamard's maximum determinant problem and allows us to consider the relationship to incidence orientations of hypergraphs. For the following sections we will consider each $n \times n\{ \pm 1\}$-matrix to be an incidence matrix for an $n$-full oriented hypergraph. An $n$-full oriented hypergraph has $n$ vertices and $n$ edges, so that each edge is incident to each vertex.

### 5.1 Fundamental Bouquet

We want to examine the fundamental components of these matrices. To make the process more streamlined, we begin by noting that for oriented hypergraphs the normalization process is equivalent to vertex- and edge-switching in an oriented hypergraph (that is to say, re-orienting the incidences at a vertex or within an edge). Switching does not alter the sign of any circle in an oriented hypergraph [21], so for each associated $n$-full oriented hypergraph, we may assume that every adjacency through $e_{1}$ as well as every co-adjacency through $v_{1}$, is negative. Each $\{k, \ell\}$-entry of the associated $\{0,+1\}$-matrix is naturally associated to the $2 \times 2$ minors of $\mathbf{H}$ of the form

$$
\left[\begin{array}{cc}
h_{1,1} & h_{1, \ell} \\
h_{k, 1} & h_{k, \ell}
\end{array}\right] .
$$

These minors also correspond to digons in $G$ that contain $v_{1}$ and $e_{1}$ and are called the fundamental bouquet of $G$. Example 5.1.1 depicts the digons in $G$ that correspond to the entries highlighted in Example 5.0.1 matched by color.

Example 5.1.1 Figure 29 (left) depicts the associated oriented hypergraph $G$ to the normalized matrix. $H$ in Example 5.0.1. Observe that all the incidences in $e_{1}$ and at $v_{1}$ are vertex-entrant $(+1)$.


Figure 29: An example of an $n$-full oriented hypergraph with digons. Left: A normalized $n$-full oriented hypergraph $G$; Right: The 0 and +1 entries in the reduction of a normalized $\{-1,+1\}$-matrix correspond to positive and negative digons in $G$.

Figure 29 (right) depicts digons of the fundamental bouquet between edges $e_{1}$ and $e_{2}$ in Example 5.0.1.

Lemma 5.1.2 The fundamental bouquet of an n-full oriented hypergraph is a set of fundamental circles. Moreover, a digon is positive (negative) if and only if the corresponding entry in the associated $\{0,+1\}$-matrix is $0(+1)$.

Proof. There are $(n-1)^{2}$ entries in the $\{1,1\}$-minor that correspond to the digons in the fundamental bouquet. From [21] the cyclomatic number is calculated on the bipartite incidence graph of an incidence hypergraph, so the cyclomatic number of an $n$-full oriented hypergraph is

$$
\phi(G)=|I|-(|V|+|E|)+1=(n-1)^{2} .
$$

Thus, there are $(n-1)^{2}$ incidences whose deletion results in a circle-free incidence hypergraph. Specifically, each incidence corresponding to entry $h_{k, \ell}$ may be deleted.

A digon sign property is immediate from the fact that the determinant of a positive circle is 0 and a negative circle is $\pm 2$.

From here, we see that the entries that are +1 in the equivalent $\{0,+1\}$-matrix are negative digons in $G$ that contain $v_{1}$ and $e_{1}$ that, ideally, all appear in a permutation in the $\{0,+1\}$-matrix. This gives an immediate re-interpretation of the maximum determinant problem. From here, the next step is to characterize the orientations of an $n$-full incidence hypergraph in terms of negative digon placement in a fundamental bouquet that maximizes the determinant.

### 5.2 Fundamental Necklace

From Section 5.1, we modify the fundamental bouquets into strands of consecutive digons using vertex- and edge-thetas and Lemma 2.1.6. A strand of digons of the form $\left(v_{k}, e_{1}, v_{k+1}, e_{2}, v_{k}\right)$ for $k \in\{1,2, \ldots, n-1\}$ is made from a fundamental bouquet by taking the edge-thetas between $e_{1}, e_{2}$ with co-adjacencies $\left(e_{1}, v_{1}, e_{2}\right),\left(e_{1}, v_{k}, e_{2}\right)$, and $\left(e_{1}, v_{k+1}, e_{2}\right)$. There is an immediate dual formulation using vertex-thetas that moves to a new consecutive edge pair $e_{\ell}, e_{\ell+1}$. By applying the edge-theta construction between these new edges, we form another strand of digons and let the collections of these digons be the fundamental necklace of digons.


Figure 30: Transitioning between the fundamental bouquet and necklace. Left: Two digons in a fundamental bouquet (solid) and the third digon (dashed) in its edge-theta; Right: Exchange a bouquet digon to add another consecutive digon to a strand in the fundamental necklace.

The digons of a fundamental necklace are the $2 \times 2$ minors of the form

$$
\left[\begin{array}{cc}
h_{k, \ell} & h_{k, \ell+1} \\
h_{k+1, \ell} & h_{k+1, \ell+1}
\end{array}\right]
$$

where the determinant is $\pm 2$ if and only if the digon is negative (and 0 when positive).

This theta-exchange property takes digons that contribute to the determinant of the equivalent $\{0,+1\}$-matrix to digons that provide insight on orthogonality.

Lemma 5.2.1 Every digon in the strand between $e_{k}$ and $e_{l}$ is negative whenever their corresponding columns are orthogonal.

Proof. Two $\{-1,+1\}$-vectors are orthogonal if their entries agree exactly half of the time. Thus, each associated digon has three incidences oriented the same and one that is not, forcing the digon to be negative.

Clearly if every digon in a strand is negative, the corresponding columns (rows) need not be orthogonal - this is easily checked on 3-edges. However, using the edge- and vertex-thetas as before, the necklace signs can be translated back to the fundamental bouquet to produce the entries of the $\{0,+1\}$-minor. Thus, the fundamental bouquet directly addresses the placement of entries in the $\{0,+1\}$-minor, while the fundamental necklace addresses orthogonality. A characterization of this relationship would indicate how orthogonality interacts with the maximal determinant.

### 5.3 Tail-Equivalence Classes of $n$-full Hypergraphs

In this section, we discuss specific observations about tail-equivalence classes of oriented hypergraphs. We begin by adding the following observations to those that we made in Section 3.2. The number of contributors on a single $k$-edge follow the Stirling numbers of the first kind. For an $n$-full hypergraph, there are $n$ ! elements in each tail-equivalence class (one for each permutation) and $n^{n}$ different contributors that correspond to the identity permutation (one for each contributor that consists of only backsteps). Note that many contributors may correspond to the same permutation, but must lie in different tail-equivalence classes.

Example 5.3.1 Given a 3-full incidence hypergraph (left) consider the identity-contributor consisting of 3 backsteps in Figure 31 (right).


Figure 31: A 3-full incidence hypergraph (right) and one of its tail-equivalence classes (left).

This example harkens back to the initial definition and commentary on equivalence classes provided in Section 3.2 where we discuss the distinct permutations and number of contributors in each tail-equivalence class. Each backstep can be individually extended to a sequence of adjacencies that form new permutations. These adjacencies occur within the edge determined by the tail-incidence of each backstep. The entire tail-equivalence class is in Figure 31 (right).

There is an obvious way to separate these classes into two types: (1) the edge-monic case where the image of each tail-incidence resides in a different edge, and (2) the non-edge-monic case where two tail-incidences reside in a common edge. Observe that the identity-contributor in Figure 31 is edge-monic.

Let $\mathfrak{A}$ denote the set of tail-equivalence classes, let $\mathfrak{A}_{1}$ be the set of edge-monic tail-equivalence classes, and let $\mathfrak{A}_{2}$ be the set of non-edge-monic tail-equivalence classes. We now show that the non-edge-monic tail-equivalence classes cancel over any orientation of an $n$-full incidence hypergraph.

Theorem 5.3.2 For an n-full oriented hypergraph $G$, the sum of the non-edge-monic contributors is zero regardless of orientation, and

$$
\operatorname{det}\left(\mathbf{L}_{G}\right)=\sum_{\mathcal{A} \in \mathfrak{A}_{1}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)} .
$$

Proof. From part 2 of Theorem 2.4.1 we sum the contributors over their activation classes:

$$
\begin{aligned}
\operatorname{det}\left(\mathbf{L}_{G}\right) & =\sum_{c \in \mathcal{C}(G)}(-1)^{p c(c)}=\sum_{\mathcal{A} \in \mathcal{A}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)} \\
& =\sum_{\mathcal{A} \in \mathfrak{R}_{1}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)}+\sum_{\mathcal{A} \in \mathfrak{R}_{2}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)},
\end{aligned}
$$

and we show that the second sum is zero. Specifically, for any $\mathcal{A} \in \mathfrak{A}_{2}$

$$
\sum_{c \in \mathcal{A}}(-1)^{p c(c)}=0 .
$$

Let $\mathcal{A} \in \mathfrak{A}_{2}$, since $\mathcal{A}$ is a non-edge-monic tail-equivalence class, there exist distinct vertices $v$ and $w$ such that $c\left(e_{v}\right)=c\left(e_{w}\right)$ for every contributor $c$. Let the permutation $\pi^{\prime}=\pi \cdot(v w)$ be the permutation obtained by multiplying by the transposition $(v w)$; clearly, $\left(\pi^{\prime}\right)^{\prime}=\pi$. Also, since each tail-equivalence class contains every permutation, let $c_{\pi}$ be the contributor of $\mathcal{A}$ corresponding to permutation $\pi$.

Since $\mathcal{A}$ is a tail-equivalence class the set of tail-incidences of $c_{\pi}$ and $c_{\pi^{\prime}}$ are identical. Let the head maps $c_{\pi}\left(h_{v}\right)=a$ and $c_{\pi}\left(h_{w}\right)=b$, then we see that $c_{\pi^{\prime}}\left(h_{v}\right)=b$ and $c_{\pi^{\prime}}\left(h_{w}\right)=a$. Moreover, their respective head-incidences of $v$ and $w$ belong to the same edge so $c_{\pi}$ and $c_{\pi^{\prime}}$ also have the same head-incidences. Thus, the incidences of $c_{\pi}$ and $c_{\pi^{\prime}}$ are identical.

Case 1: One of $c_{\pi}$ or $c_{\pi^{\prime}}$ has $v$ and $w$ in a disjoint 2-cycle using the same adjacency twice, and the other has a backstep at $v$ and $w$ within the same edge. In
this case $c_{\pi}$ and $c_{\pi^{\prime}}$ differ by a single positive circle.
Case 2: Neither $c_{\pi}$ and $c_{\pi^{\prime}}$ have $v$ and $w$ in a disjoint 2-cycle using the same adjacency twice. In this case $c_{\pi}$ and $c_{\pi^{\prime}}$ have the same set of incidences but differ by a single adjacency. Thus, they differ by a sign.

Summing over all the contributors of $\mathcal{A}$ we get

$$
2 \sum_{c \in \mathcal{A}}(-1)^{p c(c)}=\sum_{\pi}\left[(-1)^{p c\left(c_{\pi}\right)}+(-1)^{p c\left(c_{\pi^{\prime}}\right)}\right]=0
$$

and

$$
\sum_{\mathcal{A} \in \mathfrak{Z}_{1}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)}+\sum_{\mathcal{A} \in \mathfrak{R}_{2}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)}=\sum_{\mathcal{A} \in \mathfrak{R}_{1}} \sum_{c \in \mathcal{A}}(-1)^{p c(c)} .
$$

As a result of Theorem 5.3.2, we can turn our attention to the main theorem on edge-monic contributors. Recall that $\mathfrak{A}_{1}$ is the set of edge-monic tail-equivalence classes.

Theorem 5.3.3 Let $G$ be an $n$-full oriented hypergraph. If $\mathcal{A} \in \mathfrak{A}_{1}$, then

$$
\left|\sum_{c \in \mathcal{A}}(-1)^{p c(c)}\right|=\left|\operatorname{det}\left(\mathbf{H}_{G}\right)\right| .
$$

Proof. We begin by converting the positive circle count $p c(c)$ into a negative circle count as follows:

$$
\sum_{c \in \mathcal{A}}(-1)^{p c(c)}=\sum_{c \in \mathcal{A}}(-1)^{t c(c)+n c(c)},
$$

where $n c(c)$ is the number of negative circles of $c$, and $t c(c)$ is the total number of circles in $c$. Given that the sum is a power for -1 , we can add the negative circle
count as opposed to subtracting it.
Now, partition the total circle count into even circles $e c(c)$ and odd circles $o c(c)$ giving

$$
\sum_{c \in \mathcal{A}}(-1)^{t c(c)+n c(c)}=\sum_{c \in \mathcal{A}}(-1)^{e c(c)+o c(c)+n c(c)} .
$$

However,

$$
\sum_{c \in \mathcal{A}}(-1)^{e c(c)+o c(c)+n c(c)}=\sum_{c \in \mathcal{A}}(-1)^{e c(c)} \prod_{v \in V} \sigma\left(c\left(i_{v}\right)\right) \sigma\left(c\left(j_{v}\right)\right)
$$

This last equality is because every contributor corresponds to a permutation, and the value $\sigma\left(c\left(i_{v}\right)\right) \sigma\left(c\left(j_{v}\right)\right)$ is the adjacency/backstep entry of $\mathbf{L}_{G}[6]$. Since $\mathbf{L}_{G}=\mathbf{D}_{G}-\mathbf{A}_{G}[17]$ the parity equivalence is seen by factoring out a -1 for each adjacency to get $(-1)^{o c(c)}$, and factoring out a -1 for each negative adjacency to get $(-1)^{n c(c)}$.

Taking the absolute value and separating the product gives

$$
\left|\sum_{c \in \mathcal{A}}(-1)^{p c(c)}\right|=\left|\sum_{c \in \mathcal{A}}(-1)^{e c(c)} \prod_{v \in V} \sigma\left(c\left(i_{v}\right)\right) \prod_{v \in V} \sigma\left(c\left(j_{v}\right)\right)\right| .
$$

However, since $\mathcal{A}$ is a tail-equivalence class, the tail product term

$$
\prod_{v \in V} \sigma\left(c\left(i_{v}\right)\right)
$$

is the same for each contributor and has magnitude 1. Thus,

$$
\left|\sum_{c \in \mathcal{A}}(-1)^{p c(c)}\right|=\left|\sum_{c \in \mathcal{A}}(-1)^{e c(c)} \prod_{v \in V} \sigma\left(c\left(j_{v}\right)\right)\right| .
$$

This last term is $\operatorname{det}\left(\mathbf{H}_{G}\right)$ since every permutation is represented in an $n$-full activation class, $(-1)^{e c(c)}$ is the sign of the corresponding permutation, and $\sigma\left(c\left(j_{v}\right)\right)$
is the entry in the incidence matrix.
Thus, any edge-monic class can be used to examine the maximum determinant problem; therefore, determining an orientation that minimizes cancellation on a fixed edge-monic tail-equivalence class is sufficient.

Example 5.3.4 Figure 32 below depicts a single edge-monic tail-equivalence class with backsteps at each $v_{i}, e_{i}$. The vertices in the tail-equivalence class have $v_{1}$ at the top and $v_{4}$ at the bottom.


Figure 32: The contributor poset for an 4-full oriented hypergraph

The dashed regions each contain a poset matching those of the 3-full oriented hypergraph case. The region containing the identity contributor is exactly a tail-equivalence class from the $n=3$ case with $v_{4}$ in $e_{4}$ as a backstep. In each of the other regions, the new vertex, $v_{4}$, is paired with one of the other vertices. The containment of the prior case is interesting, but we cannot simply build cases directly from the previous one as shown by Theorem 1.0.1.

The maximization of this signed tail-equivalence class can be used to maximize the entire $\{ \pm 1\}$-matrix. The incidence orientations of the 4 -full oriented hypergraph represent an incidence matrix with maximum determinant. The backsteps are sequentially unpacked to provide contributors whose sign pattern is:


The determinant is 20-4=16, as there are 24 contributors, 20 of which are positive and 4 of which are negative. This is the fewest number of negative contributors possible, hence the determinant is maximal.

### 5.4 Symmetries and Additional Structure

Given Theorem 5.3.3, an individual edge-monic tail-equivalence class may be used to study the maximum determinant problem. It seems we only need to consider a single class, and the rest are irrelevant. However, there are nice symmetries between these classes. We investigate some of these symmetry results to help contextualize the maximum determinant contributor relationships as well as provide other potentially helpful avenues by which to address the problem.

### 5.4.1 Edge-monic Class Comparison

In this section, we want to illustrate the relationship between edge-monic class orientations, sums, and the determinant. For an $n$-full incidence hypergraph $G$ with orientation $\sigma$, let $P_{\sigma}$ (respectively $N_{\sigma}$ ) be the number of edge-monic tail-equivalence classes that sum to a positive (respectively negative) number given the orientation $\sigma$.

Lemma 5.4.1 The maximum determinant problem is equivalent to $\max _{\sigma}\left(P_{\sigma}-N_{\sigma}\right)$, over all incidence orientations $\sigma$.

Proof. By Theorem 5.3.2, summing over all the contributors in all edge-monic tail-equivalence classes gives the determinant of the Laplacian $\operatorname{det}\left(\mathbf{H}_{G}\right)^{2}$, so we may assume $P_{\sigma} \geq N_{\sigma}$. From Theorem 5.3.3 the sum of a given edge-monic tail-equivalence class is the determinant of the incidence matrix up to sign. Summing over all edge-monic tail-equivalence classes that are positive and negative gives

$$
\begin{aligned}
\operatorname{det}\left(\mathbf{H}_{G}\right) P_{\sigma}-\operatorname{det}\left(\mathbf{H}_{G}\right) N_{\sigma} & =\operatorname{det}\left(\mathbf{H}_{G}\right)^{2}, \text { and } \\
P_{\sigma}-N_{\sigma} & =\operatorname{det}\left(\mathbf{H}_{G}\right)
\end{aligned}
$$

Thus, we can either use a single edge-monic class and maximize positive contributors, or we can use all the classes and maximize those that sum to a positive number. One of these may turn out to be an easier process than the other. From Lemma 5.4 .1 we can immediately see the following corollary.

Corollary 5.4.2 If $G$ be an $n$-full oriented hypergraph with orientation $\sigma$, then

$$
\begin{aligned}
& \operatorname{det}\left(\mathbf{H}_{G}\right)=n!-2 N_{\sigma} \\
& \operatorname{det}\left(\mathbf{H}_{G}\right)=2 P_{\sigma}-n!
\end{aligned}
$$

assuming $P_{\sigma} \geq N_{\sigma}$.

Proof. Use Lemma 5.4.1, and the fact that there are $n$ ! edge-monic tail-equivalence classes so $P_{\sigma}+N_{\sigma}=n!$.

Example 5.4.3 In Figure 33, we see the six edge-monic tail-equivalence classes for the $n=3$ Hadamard case. They all sum to $\pm 4$ in the maximal determinant case.


Figure 33: Poset of posets for 3-full Oriented Hypergraph

Using Lemma 5.4.1, we see that $\operatorname{det}(L)=4^{2}=16$. Given that we have six edge-monic classes, we can determine that there are five edge-monic classes summing to +4 and one edge-monic tail-equivalence class summing to -4 . By Corollary 5.4.2, we see that $\operatorname{det}\left(\mathbf{H}_{G}\right)=n!-2 N_{\sigma}=3!-2(1)=6-2=4$. While this holds for all determinants, the problem is now determining the smallest value for $N_{\sigma}$.

Given what we have seen in this section, the next step is to determine the relationship of the number of positive (or negative) edge-monic tail-equivalence classes to a given orientation.

### 5.4.2 Adjacency Equivalence

In this section, we will begin the discussion of the relationship between contributors with similar adjacency structures in different edge-monic tail-equivalence classes. An $n$-full incidence hypergraph has $n$ vertices and $n$ edges. Thus, the tail-incidence of each edge-monic tail-equivalence class can be considered to be an intermediary permutation between the vertex and edge sets. We do this via a lexicographic order obtained from the incidence matrix. This allows for each edge-monic tail-equivalence class to have a unique permutation $k \mapsto \ell$ for $k, \ell \in\{1,2, \ldots, n\}$ associated to each tail-incidence with ends $v_{k}$ and $e_{\ell}$. For each $\mathcal{A} \in \mathfrak{A}_{1}$ call this intermediary permutation the identifier of $\mathcal{A}$. Let $\mathcal{A}_{\alpha}$ denote the edge-monic tail-equivalence class with identifier $\alpha$.

Example 5.4.4 Here we see two tail-equivalence classes and their identifiers. The two classes are $\mathcal{A}_{\text {id }}$ and $\mathcal{A}_{(123)}$.


Figure 34: Two tail-equivalence classes $\mathcal{A}_{\text {id }}$ (left) and $\mathcal{A}_{(123)}$ (right) as determined by $v_{k} \mapsto e_{\ell}$.

Looking at the two contributors in the bolded boxes, we see that they initially appear to be the same. However, we can see from the identifier that the head and tails of the adjacencies are reversed.

Consider two different identifiers $\alpha$ and $\beta$; there is exactly one such element in each of $\mathcal{A}_{\alpha}$ and $\mathcal{A}_{\beta}$ where the head and tail incidences are reversed. These are determined by the composition

$$
V \xrightarrow{\alpha} E \xrightarrow{\beta^{-1}} V,
$$

and its inverse. These contributors are said to be adjacency-equivalent, and obviously have the same sign. In Figure 34, the contributors $c_{(132)} \in \mathcal{A}_{i d}$ and $c_{(123)} \in \mathcal{A}_{(123)}$ (bolded boxed) are the adjacency-equivalent pair.

Lemma 5.4.5 Given any $\mathcal{A}_{\alpha}$ and $\mathcal{A}_{\beta}$ in $\mathfrak{A}_{1}$, there is a exactly one adjacency-equivalent pair of contributors. These contributors are $c_{\alpha^{-1} \beta} \in \mathcal{A}_{\beta}$ and $c_{\beta^{-1} \alpha} \in \mathcal{A}_{\alpha}$. Moreover, these elements are orientation reversals.

Since the signs remain the same across classes, this alludes to a possible technique to understand the relationship between the number of positive and negative edge-monic tail-equivalence classes in a given orientation.

Corollary 5.4.6 The set of contributors that are adjacency-equivalent to the elements of $\mathcal{A}_{\alpha}$, along with $c_{i d} \in \mathcal{A}_{\alpha}$, is a transversal of all edge-monic tail-equivalence classes. Moreover, these transversals form a disjoint covering of all edge-monic contributors.

Example 5.4.7 In this figure, we see how the contributors from different edge-monic tail-equivalence classes relate to each other.


Figure 35: The elements of $\mathcal{A}_{\text {id }}$ produce a transversal of the edge-monic classes via adjacency-equivalence.

This relationship highlights how maximizing a single edge-monic tail-equivalence class will maximize the entire problem.

### 5.4.3 A Fundamental Set in Edge-monic Classes

In this section, we address how to build a fundamental set of cycles to minimize the number of contributor signs that must be examined in order to maximize the determinant. Notice there are only $\binom{n}{2}$ digons in each tail-equivalence class, which is not sufficient for a fundamental set. So, we produce a new set of fundamental circles for the edge-monic tail-equivalence classes. We begin by defining specific path configurations. A $k$-cross-theta consists of $k$ internally-disjoint paths between a vertex and an edge. Let $G$ be an $n$-full oriented hypergraph and $\mathcal{A}_{\alpha} \in \mathfrak{A}_{1}$. For each $k, 1 \leq k \leq n$, create the following sequence of ( $n-k+1$ )-cross-thetas; let $\Theta_{1}$ be the $n$-cross-theta between $v_{1}$ and $e_{\alpha(1)}$, and define subsequent $\Theta_{k}$ as the $(n-k+1)$-cross-theta between $v_{k}$ and $e_{\alpha(k)}$ avoiding the previous vertices and edges. This is called a $k$-cross-theta decomposition of $\mathcal{A}_{\alpha} \in \mathfrak{A}_{1}$.

For $\Theta_{1}$ out of $v_{1}$, the adjacency steps all use the same tail-incidence to $e_{\alpha(1)}$
before ending as some $v_{k}$. Moreover, all returning adjacencies belong to a different edge, so their non- $v_{1}$-end must be the tail-end of $v_{k}$. Thus, an $n$-cross-theta constructed out of a single initial vertex determines the identifier. The $\binom{n}{2}$ digons in a $k$-cross-theta decomposition are precisely the contributors in $\mathcal{A}_{\alpha}$ containing a single digon (corresponding to a single transposition). The below figure illustrates how a $k$-cross-theta appears between the edges.


Figure 36: $\Theta_{1}$ and $\Theta_{2}$ for a 4 -full hypergraph of $\mathcal{A}_{i d}$.

Now that we have defined how digons and $k$-cross-thetas appear in the graph, let us examine their appearance within a matrix. These digons correspond to the $2 \times 2$ minors of the form

$$
\left[\begin{array}{cc}
h_{k, k} & h_{k, \ell} \\
h_{\ell, k} & h_{\ell, \ell}
\end{array}\right],
$$

and, for the 4 -full example in Figure 36, the incidence matrix entries appearing in $\Theta_{1}$ and $\Theta_{2}$ are depicted as solid circles.


While there are not enough digons in $\mathcal{A}_{\alpha}$ to form a fundamental set of circles, the inclusion of a subset of 3-circle contributors not only produces a fundamental set of circles, but the entries of the original incidence matrix $\mathbf{H}_{G}$ can be calculated using only the signs of these contributors. This means that understanding how the signs of contributors impact the other contributors can allow us to maximize the sum of all contributors through maximizing just this fundamental set. In Theorem 5.4.8, we will see how these contributors determine the matrix entries.

Through normalization, we may assume the incidence matrices have a value of +1 for the first row and column, and by Theorem 5.3.3, we may assume we are working with $\mathcal{A}_{i d}$. To simplify the discussion, define the sign of contributor $c$ to be $\operatorname{sgn}(c)=(-1)^{p c(c)}$.

Theorem 5.4.8 The digons in the $\Theta_{k}$ and the 3-circles with corresponding permutation ( $1 k \ell$ ) with $1<k<\ell$ form a fundamental set of circles. Moreover, the entries of the incidence matrix are:

1. $h_{k, k}=-\operatorname{sgn}\left(c_{(1 k)}\right)$,
2. $h_{k, \ell}=\operatorname{sgn}\left(c_{(1 k \ell)}\right) \cdot \operatorname{sgn}\left(c_{(1 k)}\right) \cdot \operatorname{sgn}\left(c_{(1 \ell)}\right)$,
3. $h_{\ell, k}=-\operatorname{sgn}\left(c_{(1 k \ell)}\right) \cdot \operatorname{sgn}\left(c_{(k \ell)}\right)$.

Proof. Clearly, from the Stirling numbers of the first kind, there are $s(n, n-1)+s(n-1, n-2)=(n-1)^{2}$ permutations in this set. We now demonstrate that the remaining entries of a normalized matrix can be determined using only these permutations, and the sign of their associated contributor.

Assume $G$ is normalized so that the all $h_{1, k}=h_{k, 1}=+1$, and by Theorem 5.3.3 assume we are working with $\mathcal{A}_{i d}$. There is exactly one free entry (incidence) in each digon of $\Theta_{1}$ which corresponds to $h_{k, k}, k \geq 2$. The product of the incidences (entries)
for these digons are

$$
\begin{equation*}
h_{1,1} \cdot h_{1, k} \cdot h_{k, k} \cdot h_{k, 1}=h_{k, k} . \tag{5.4.1}
\end{equation*}
$$

The digons in the $\Theta_{k}(1<k \leq \ell)$ correspond to the contributors $c_{(k \ell)}$, and have incidence (entry) product

$$
\begin{equation*}
h_{k, k} \cdot h_{k, \ell} \cdot h_{\ell, k} \cdot h_{\ell, \ell} \tag{5.4.2}
\end{equation*}
$$

While the 3 -cycle in $c_{(1 k \ell)}$ has the following incidence product

$$
\begin{equation*}
h_{1,1} \cdot h_{1, k} \cdot h_{k, k} \cdot h_{k, \ell} \cdot h_{\ell, \ell} \cdot h_{\ell, 1}=h_{k, k} \cdot h_{k, \ell} \cdot h_{\ell, \ell} . \tag{5.4.3}
\end{equation*}
$$

The main diagonal is set by Equation 5.4.1. Once the main diagonal is set the entries above the diagonal are set by Equation 5.4.3, and then the entries below the diagonal are set by Equation 5.4.2. Thus, we only need to determine the contributor signs of all the digons and $c_{(1 k \ell)}$, and the remaining contributor signs depend on these.

Recall that $\operatorname{sgn}(c)=(-1)^{p c(c)}$, and observe that if $c_{\pi}$ contains a single cycle of $\operatorname{sign} \epsilon$, then $\operatorname{sgn}\left(c_{\pi}\right)=-\epsilon$. Thus, if $h_{k, k}=+1$ the digon in $c_{(1 k)}$ is positive, and $\operatorname{sgn}\left(c_{(1 k)}\right)=-1$; if $h_{k, k}=-1$ the digon in $c_{(1 k)}$ is negative, and $\operatorname{sgn}\left(c_{(1 k)}\right)=+1$; giving $\operatorname{sgn}\left(c_{(1 k)}\right)=-h_{k, k}$. The 3 -cycle in $c_{(1 k \ell)}$ has its circle sign equal to the product of the incidences in Equation 5.4.2 and $(-1)^{3}$, as there are 3 adjacencies. Using $\operatorname{sgn}\left(c_{(1 k)}\right)=-h_{k, k}$ this reduces to $\operatorname{sgn}\left(c_{(1 k \ell)}\right)=h_{k, \ell} \cdot \operatorname{sgn}\left(c_{(1 k)}\right) \cdot \operatorname{sgn}\left(c_{(1 \ell)}\right)$. Finally, the digons in the $\Theta_{k}$ correspond to $c_{(k \ell)}$, which contains a single cycle. The same $\operatorname{argument}$ gives $\operatorname{sgn}\left(c_{(k \ell)}\right)=-\operatorname{sgn}\left(c_{(1 k \ell)}\right) \cdot h_{\ell, k}$. Solving for each $h$ entry completes the proof.

Next, we want to consider how 3 -circles and digons relate to the tail-equivalence classes. Consider a contributor of the form $c_{(1 k \ell)} \in \mathcal{A}_{i d}$, where $k<\ell$. There is a natural 3-cross-theta formed where two of the three circles belong to the same edge-monic tail-equivalence class. Specifically, $c_{(1 k)}, c_{(1 k \ell)} \in \mathcal{A}_{i d}$ and $c_{(k \ell)} \notin \mathcal{A}_{i d}$.


Figure 37: The 3-circle in a 3-cross-theta (right) and one of its digons (center) are in the same class (left).

We can sign these via Lemma 2.1.6, and the digon not in $\mathcal{A}_{\text {id }}$ determines the sign of $c_{(1 k \ell)}$. This observation and Corollary 5.4.6 examine how signs transfer between edge-monic classes. Additionally, the digon of a given cross-theta that leaves the edge-monic class may belong to a fundamental bouquet or necklace. These are all sets of fundamental circles related by different theta configurations. This may yield enough structure to eventually provide a new closed formula for the maximum determinant problem. In order to do this, we need to characterize how cross-theta signs relate across the edge-monic tail-equivalence classes and how they interact with fundamental bouquets and necklaces.

### 5.4.4 Adjacency Complement

In this section, we want to further examine the relationship between a set of three digons using three specified adjacencies and the two associated contributors using those same adjacencies in circles. Take three digon-contributors $c_{(a b)}, c_{(b c)}$, and $c_{(a c)}$ in $\mathcal{A}_{\alpha} \in \mathfrak{A}_{1}$ and the two unique contributors $c_{(a b c)}$ and $c_{(a c b)}$ that use only the adjacencies of the digons. The contributors $c_{(a b c)}$ and $c_{(a c b)}$ are said to be
adjacency complements in $\mathcal{A}_{\alpha}$ with respect to $c_{(a b)}, c_{(b c)}$, and $c_{(a c)}$. Clearly,

$$
\begin{equation*}
\operatorname{sgn}\left(c_{(a b)}\right) \operatorname{sgn}\left(c_{(b c)}\right) \operatorname{sgn}\left(c_{(a c)}\right)=-\operatorname{sgn}\left(c_{(a b c)}\right) \operatorname{sgn}\left(c_{(a c b)}\right), \tag{5.4.4}
\end{equation*}
$$

and this technique can easily be extended to longer permutations, but is not done here.

Example 5.4.9 The three digons in Figure 31 have the two 3-circles above them as adjacency complements. The $3 \times 3$ matrix below, the incidence matrix with the maximal determinant, has all the digons negative (hence the sign $(-1)^{p c(c)}$ is positive),

$$
\left[\begin{array}{ccc}
1 & 1 & 1 \\
1 & -1 & 1 \\
1 & 1 & -1
\end{array}\right]
$$

By Equation 5.4.4, the two 3-circles must have opposite signs. Thus, there are 5 positive contributors and one negative in the tail-equivalence class. Since the determinant is the sum of these, we know the determinant is $\pm 4$. This is a way to get the determinant value that differs from the method examined in Example 5.4.3.

It would be ideal if we could assume that all digon-contributors for a specified identity have the same sign. This is not possible due to a sign trade-off between the fundamental 3 -circles of the form ( $1 k \ell$ ) and the digons. We can see this issue in the following two matrices.

Consider the $5 \times 5$ matrix below whose determinant is maximal:

$$
\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 & 1 \\
1 & -1 & 1 & -1 & 1 \\
1 & -1 & -1 & 1 & -1 \\
1 & 1 & 1 & -1 & -1
\end{array}\right]
$$

The only identifier in which all the digon-contributors are negative is $\alpha=(14)(23)$ and there are none where they are all positive. The $6 \times 6$ matrix below also has a maximal determinant,

$$
\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 \\
1 & 1 & -1 & -1 & 1 & -1 \\
1 & 1 & -1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 \\
1 & -1 & -1 & 1 & 1 & -1
\end{array}\right]
$$

and the only identifiers in which all the digon-contributors are positive are $(13)(25)(46),(164523),(16)(23)(45)$, and (132546) and there are none where they are all negative. Using a computer, we checked the small cases for each edge-monic family, and it is clear that we cannot simply give all digons the same sign. However, the question of how the signed digon structure alone shapes the determinant seems central to Hadamard's Conjecture. The next step is to see if we can determine how digon signs affect the signs of other contributors in a given edge-monic tail-equivalence class. Perhaps we will find there is a special relationship to Hadamard's $4 k$ conjecture.

Throughout these sections on the symmetries between classes, we have
observed a number of different relationships between contributors. We have in these sections seen both relationships between edge-monic activation classes and contributors within an edge-monic class as well as the construction of fundamental sets. While each of these results has led to progress on Hadamard's Conjecture, we have yet to obtain a concluding result. In many ways these sections each represent a different attempt at solving the conjecture, and the relationships between these different approaches have yet to be fully examined. In future work, we hope that combining the results discussed in each section will allow us to find a formula for the maximum determinant and answer the question regarding the $4 k$ conjecture.
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