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ABSTRACT 

Recommender systems are commonly evaluated to understand the effectiveness of 

their algorithms. Diversity and novelty of the recommender systems have been in 

consideration while evaluating the systems in addition to accuracy and prediction metrics 

in order to provide better recommendations. Different evaluation metrics that are related to 

diversity and novelty have been discussed in some of the previous works. This work 

provides a comprehensive study and analysis of the recommender algorithms and its 

relationship to the user’s bias in terms of popularity and diversity. This kind of analysis 

helps us to understand if the core algorithms personalize the recommendations based on 

the users’ bias. We performed offline experiments using the MovieLens data and analyzed 

the correlation between the user profile and the recommender profile for both diversity and 

popularity bias using different metrics. Finally, we report the analysis observations and 

study how it complements the previous work done. 
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1. INTRODUCTION 

The recommender systems are most popularly known for assisting users in 

selecting or purchasing items of interest in various domains like music, movies, books, 

recipes and many other items. They are frequently embedded in online services to 

provide personalized recommendations based on user’s interests and expose the user to a 

large collection of items. In recent years, recommender systems are popular in 

commercial business as they play a significant role in companies’ sales margin (Resnick 

and Varian 1997). Companies like Amazon, Netflix, Spotify and many more use 

recommender systems to recommend products to users based on their interests and 

preferences. The research community in recommender system field has been focusing a 

lot in finding new algorithms and to evaluate them in order to provide better 

recommendations to the user. 

The evaluation of recommender system has been an important field of study from 

the beginning and is still an ongoing topic of research. Initially, the evaluation is done 

mostly using a prediction accuracy metric to determine the system’s ability to accurately 

predict user’s choices (Herlocker et al. 2004; Breese, Heckerman, and Kadie 1998). 

Evaluations taken into consideration are three types of experiments namely offline 

experiments, user study (Pu, Chen, and Hu 2011) and online experiments (Shani and 

Gunawardana 2011). Offline experiments are used to estimate the prediction accuracy of 

the recommender from an existing data, user study is generally conducted to gain insights 

about the user’s experience of using the recommender system and the online experiments 

are conducted on a deployed system.  
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In recent years, studies have shown that even though the recommendations that 

are most accurate according to the error metrics might be of no use to the user. Tuning 

the recommender to produce most accurate recommendations might restrict the user from 

having useful recommendations (McNee, Riedl, and Konstan 2006; Bradley and Smyth 

2001). Some of the non-accuracy measurements that have been proposed for 

recommender systems are as follows: 

x Diversity (M. Zhang and Hurley 2008) 

x Novelty (M. Zhang and Hurley 2008; Hurley and Zhang 2011) 

x Temporal diversity (Lathia et al. 2010) 

x Temporal Stability  

x Attack resistance (Resnick and Sami 2007)  

Clearly, there has been an increase in attention to other dimensions like diversity 

and novelty beyond accuracy in evaluation of recommendation systems but previous 

work has focused primarily on aggregate recommender behavior. In our work, we are 

trying to analyze the behavior of individual users in relation to the usefulness of 

recommendations.  We are also focusing on the impact of user’s profile characteristics on 

the recommender’s output profile. The general idea of this thesis is to characterize the 

performance and response of the recommender profile as the users’ input change. In 

particular, we are interested in the study of attributes such as diversity and popularity. 

This kind of analysis helps to see and understand the impact of the users’ profile on the 

recommender system for different algorithms. In other words, we consider the 

recommender as the function of the users’ input. We used the following five different 

recommender algorithms to do this analysis: 
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x Item-Item collaborative filtering 

x User-User collaborative filtering 

x Funk-SVD 

x Content Based Filtering 

x Popularity 

In this work, we seek to answer the following research questions,  

x Does the users’ input profile change the recommender response profile? 

x Do different recommender algorithms propagate the change in users’ input 

profile differently? 

x How does the accuracy of the recommender correlate with diversity or 

popularity bias of the user? 

The remainder of this report is structured as follows: 

x Chapter 2 gives the literature survey related to our work and presents the 

background information that is required to follow the rest of this document. It 

mainly deals with the basics of recommender systems and the evaluation 

techniques that have been in use. It also shows the importance of interests like 

diversity and popularity in the recommendation lists. 

x Chapter 3 illustrates about the methodology we used to answer our research 

questions. In this chapter, we also describe about the tools we used in our 

research. 

x Chapter 4 presents the results we obtained in our research. We included the 

graphs that help us answered the research questions and explain them in 

detail. 
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x Chapter 5 discusses our results in a high level. We also discuss how our 

results complement other peoples’ work.   

x Chapter 6 gives the conclusions and future work where we summarize our 

work and talk about what we did and how successful we were to obtain the 

answers of our research questions. 
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2. BACKGROUND AND RELATED WORK 

 This chapter describes the background information and existing work in this area. 

2.1 RECOMMENDER SYSTEMS 

 Recommender systems are systems that generate a list of unseen items that are 

predicted to be the most suitable to the users based on their personal profile. In (Resnick 

and Varian 1997), different dimensions are identified for the technical design of 

recommender systems. These dimensions are domain, purpose, recommendation context, 

neighborhood, personalization level, privacy and trustworthiness, interfaces and 

recommendation algorithms. 

2.2 ALGORITHMS 

 This section describes some of the algorithms that we used in our research: 

x User-User Collaborative (UUC) filtering: This algorithm makes 

recommendations based on opinion of other people. It finds a set of customers 

who are interested in the items that overlap with the items that the user’s 

rated. It aggregates items from these similar customers (also called 

neighborhood users), eliminates the items that are already consumed by the 

users and recommends the remaining items (Resnick et al. 1994). 

x Item-Item Collaborative (IIC) filtering: This algorithm, instead of looking for 

similar users, it finds similar items to the items that are purchased or rated by 

the users. Most similar items that are found are recommended to the users 

(Linden, Smith, and York 2003). 

x Funk SVD: SVD (Singular Value Decomposition) is matrix decomposition of 

the ratings matrix into three matrices. 
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𝑀 = 𝑈ΣVT 

M is the ratings matrix, U and V are the eigenvectors of MMT and MTM 

respectively, 6 is the diagonal matrix of singular values. Singular values can 

be considered as the dimensions or the features of the items that the users 

prefer. Hence, most important singular values are considered and the rest are 

truncated. Funk SVD deals with the problems of SVD like being slow and 

also deals with the missing data. It initializes matrix to some arbitrary value 

and it checks for convergence for every latent feature. It actually trains every 

feature till it reaches convergence. 

x Content-Based filtering (CBF): Content based filtering technique models 

items to attributes. It’s based on the vector of keywords or features. It tries to 

recommend similar items that the user has rated in the past based on content 

description of the items (Kamba, Bharat, and Albers 1995). 

x Popularity: Popularity algorithms recommends the most popular items to the 

users. It eliminates the items that are already consumed by the users and 

recommends the remaining popular items. 

2.3 RELATED WORK 

 In recent times, researchers have acknowledged that just considering the 

prediction accuracy would not make a good recommender. For example, in (McNee, 

Riedl, and Konstan 2006), the authors show how accuracy metrics can actually hurt the 

recommender systems. They give an example of a travel recommender where the 

recommender is penalized for recommending new places and ended up recommending 

the places that the user has already visited. They claim that there are other aspects like 
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similarity of recommendation lists, recommendation serendipity, and the importance of 

user needs and expectations which the accuracy metrics does not measure. This has 

drawn interest in evaluation of the system in terms of new characteristics like diversity, 

novelty, serendipity and many more depending on the domain of the recommender 

system.  

  User centric evaluation of recommenders have grown popular as users’ 

experience is the most important aspect when deciding the fate of the recommender 

system. In (Pu, Chen, and Hu 2011), the authors conducted a large user survey to 

measure some of the aspects from the users’ experience like users’ satisfaction with the 

system, system’s usability, usefulness which means the intention to purchase a product 

and return to the system. Commercial businesses conduct user evaluations like users’ 

click rate and users’ browsing patterns to understand their preferences and interests. 

(Knijnenburg et al. 2012; Xiao and Benbasat 2007; Ozok, Fan, and Norcio 2010) 

proposed different models that support hypothesis relating to users’ perception and 

correlation with their choice satisfaction. 

 Recent focus has also shifted to the recommendation lists as a whole instead of 

focusing on the quality of each recommended item. This deals with the concern of 

‘pigeonholing’ the users. Hence, there have been research done in interests like diversity, 

novelty and serendipity of the recommendation lists (Y. C. Zhang et al. 2012; Yu, 

Lakshmanan, and Amer-Yahia 2009; M. Zhang and Hurley 2008). There has also been 

some research done to evaluate these kinds of interests in the recommendation list. In 

(Vargas and Castells 2011), some of the hybrid approaches were proposed to understand 
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the non-performance recommendation characteristics like diversity, novelty and 

coverage. 

 Our work is related to the understanding of the diversity and novelty that some of 

the recommender algorithms can produce and we try to evaluate them using the user 

profile. Some studies have been done for understanding the user perceptions and 

expectations at the algorithmic level. In (Konstan and Riedl 2012), the authors 

concentrated on different algorithms and their hybrid forms to understand the user 

experience with each recommender. In (Ekstrand et al. 2014), a user study was done to 

evaluate the common collaborative filtering algorithms in dimensions like novelty, 

diversity, accuracy, satisfaction and degree of personalization based on their experience 

with each of the recommender. Our work mainly deals with the recommender’s output 

profile changes with the users’ profile for five different recommender algorithms and see 

how accuracy correlate with the diversity and popularity bias of the users’ input. 
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3. METHODOLOGY 

 This chapter mainly deals with methodology we adopted to answer our research 

questions. 

3.1 DATA 

 We are using a stable benchmark dataset which is MovieLens 10M dataset 

(Harper and Konstan 2015). It consists of approximately 10M ratings and 100,000 tag 

applications applied to 10,000 movies by 72,000 users1. The dataset was collected by 

GroupLens research team through an online recommendation service called MovieLens2. 

The users included in the dataset have rated at least 20 movies and each user is 

represented by a unique Id. It consists of three files called movie.dat, tags.dat and 

ratings.dat. 

 We also use an additional dataset called MovieLens Tag Genome dataset (Vig, 

Sen, and Riedl 2009). This dataset consists of approximately 11 million computed tag-

movie relevance scores from a pool of 1,100 tags applied to 10,000 movies. This dataset 

is used to find the similarity between the movies in our analysis. This dataset consists of 

three files called tag-relevance.dat, movies.dat, tags.dat. The tag relevance scores in the 

file tag-relevance.dat represents the relevance of the tag to the movie on a scale of 0-1. 

We use this information to calculate how similar a movie is from one another. 

3.2 LENSKIT EXPERIMENT 

 We conducted an experiment using LensKit Recommender toolkit (Ekstrand et al. 

2011) on the MovieLens 10M data set. We are using the LensKit evaluator which is used 

                                            
1 The sparsity of the MovieLens 10M data is 76.4%. 
2 https://movielens.org 



 

10 

for conducting offline evaluations of recommenders and it uses the train-test evaluation 

method to find the accuracy of the predictions done by the recommenders. The different 

settings we used in our experiment are described as follows: 

x Partition count is 5 and hence, 5-fold cross validation in LensKit is used to 

evaluate the recommendations given by each algorithm.  

x LensKit supports three cross folding methods: partition by ratings, partition by 

users and partition by users with a sample. In this experiment, we used 

partition by users method. This method splits the data into five partitions and 

it chooses any four partitions as train data. In the remaining one partition, 

random one-fifth of each users’ ratings are considered as the test data and the 

rest four-fifth is combined with the train data. 

x No candidate set restriction is set in the experiment. Hence, we generated the 

recommendation list of size 100. We then filtered the lists up to rank 10 and 

25 for recommendation list sizes 10 and 25. 

We are using five common algorithms for our analysis: Funk SVD, Item-Item 

collaborative filtering, User-User collaborative filtering, and content based filtering and 

popularity based recommender. Each of these algorithms is configured as follows: 

x Funk SVD: Feature count is set to 20 and iteration count is set to 125. 

x Item-Item collaborative filtering: Neighborhood size is set to 20. 

x User-User collaborative filtering: Neighborhood size is set to 30 and damping 

factor is set to 25. 

x Content based filtering: Neighborhood size is set to 20 and model size is set to 

100. 
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 The above configurations are considered to be the best fit for the MovieLens data and the 

algorithms will work their best (Ekstrand et al. 2011). In this experiment, we set up two 

metrics called: RMSE and MAP for each of the recommendations that every algorithm 

predicted. Each users’ MAP and RMSE are generated in a csv file called eval-user.csv. 

We are also using the partitioned test data that are generated from the 5-fold cross 

evaluation. This is to get the diversity metric and popularity metric for test data and train 

data so that we can profile recommenders output and users’ input respectively. All the 

configuration files are included in the Appendix section at the end of the document. 

3.3 ANALYSIS 

 R (R. Core Team 2012) is a powerful open source software used for statistical 

computing. We use R as a tool for data analysis in our research. We are also using a web 

based application called Jupyter notebook (Pérez and Granger 2007). We used the R 

packages like dplyr (Wickham, Francois, and RStudio 2016), reshape2 (Wickham 2014), 

plyr (Wickham 2016), ggplot2 (Wickham, Chang, and RStudio 2016) and gridExtra 

(Auguie and Antonov 2016).  

 We analyzed the diversity and popularity bias in the users’ profile separately. We 

obtained train and test data from the LensKit experiment we conducted and considered 

the train data as the users’ input profile and test data as the recommender’s output profile. 

For diversity bias, we used four metrics that are described as follows: 

x Intra List Similarity (ILS) metric: This is obtained by measuring intra-list 

similarity (Ziegler et al. 2005) using Pearson correlation over tag genome 

vectors (Vig, Sen, and Riedl 2009) as the similarity metric.  
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x Average Intra List Similarity metric: Average ILS metric is obtained by first 

measuring ILS for every item in the recommendation list and by taking 

average of every prefix in the list. This metric helps us to give a weightage to 

the position of the item in the recommendation list.  

x Entropy: Entropy is obtained by calculating the probability of the tag that is 

tagged to that particular movie in the list and every item in the 

recommendation list is given equal weightage. 

x Discounted Entropy: Discounted entropy is the metric that discounts the item 

if it is recommended on the later part of the recommendation list. In this case, 

a weightage is given to each item based on the position of the item in the 

recommendation list. 

For popularity bias, we used the metric described below: 

x Mean popularity rank: Mean popularity rank is obtained by first obtaining the 

popularity rank of each item and then taking the mean of the items per user. 

Popularity of the items is obtained by counting the number of ratings per each 

item. An item that has the highest number of ratings is considered to have a 

popularity rank of one.  

For analyzing the popularity bias of the user, we obtained the popularity rank metric for 

each movie based on the number of ratings for that movie. The higher the number of 

ratings for a movie, the more popular it is. We then obtained the mean popularity of the 

movies that are rated by each user. This gave us the user profile and the recommender 

profile for popularity bias. 
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4. RESULTS 

 In this chapter, we present our main results on the ways in which user profile 

characteristics do or do not propagate into recommendation sets for different metrics. We 

have organized these results around the major characteristics we are considering: 

popularity and diversity. Throughout this analysis, we also consider the impact of 

popularity and diversity on the recommender’s accuracy, as measured with RMSE 

(prediction accuracy) and MAP (top-N recommendation accuracy). We present our 

results for both top-10 and top-25 recommendation lists. The coefficients and p-values of 

linear regression models and paired t-tests are tabulated and are placed in Appendix 

section. 

 The popularity recommender algorithm we have used in the experiment is 

expected to not to propagate the users’ input bias as it does not produce any kind of 

predictions. The recommendations produced to the users by this algorithm do not have 

any RMSE due to this reason. 

4.1 STRUCTURE OF RESULTS 

 In each section, we present our observations in the following order: 

1. We discuss if any recommender is propagating users’ input profile bias 

through their recommendations. 

2. We discuss the use of linear regression models and paired t-tests results to 

check if our observations mentioned above are supported. 

3. We discuss about the histograms of the number of users and the users’ input 

profile diversity/popularity bias. 

4. We discuss the impact of popularity/diversity on the recommender’s RMSE 
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5.  We discuss about the impact of popularity/diversity on recommender’s MAP 

values. 

 Graphs like recommender’s output verses users’ input profile, RMSE verses 

users’ input profile and MAP verses users’ input profile has scatter plot and line plots 

combined in one graph. Blue lines in these graphs are acquired by smoothing the scatter 

plot and the red lines in the graph are acquired by using the intercept and slope values 

which we obtained from the linear regression models. The graphs that support the linear 

regression models are mentioned in the Appendix section at the end of the document. 

4.2 POPULARITY 

 As described in the methodology section, we used the mean popularity rank 

metric for measuring popularity bias. Ideally, the personalized recommenders are 

expected to propagate the user bias. But we see that mostly the recommenders do not 

propagate the popularity bias. The observations below will give much clear idea about it. 

 In figure 1 and figure 2, we see that all the algorithms except for Content-Based 

filtering (CBF) show pretty flat curves. CBF curve shows positive slope until some extent 

and them reduces. This shows that all algorithms except CBF do not propagate user 

popularity bias through its output. 

 The linear regression models and paired t-test are performed to find the 

correlation between the recommender profile and user profile. Table 1 and table 2 show 

the linear regression model variables for recommendation list sixe 25 and 10 respectively. 

The coefficient values are pretty low which tells us that the recommender profile and the 

user profile are not depend on each other. Table 3 shows the paired t-test values and the 
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mean of the differences for every algorithm is pretty high which tells us that the 

differences are statistically significant. 

 From figure 7 and figure 3, we can see that recommender profile has wider range 

of popularity profile for Item-Item and CBF when compared to user profile. This shows 

that the recommenders tend to recommend less popular items even if the users are biased 

to more popular items.  

 In figure 4, we can see that RMSE verses user profile curves are pretty flat for 

every algorithm. This shows that RMSE values are not really impacted by user profile 

popularity bias. The RMSE curves are mainly determined by the recommender algorithm 

performance irrespective of the user bias in popularity. The linear regression model for 

RMSE verses user profile in table 1 show that they are not dependent on each other. 

 In figure 5 and figure 6, we can see that MAP verses user profile curves are pretty 

flat. Again, this shows that MAP doesn’t change with the user profile popularity bias and 

the linear regression model variables support it (table 1 and table 2). 
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Figure 1: Recommender Profile verses User Profile for list size 25 
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Figure 2: Recommender Profile verses User Profile for list size 10 

 
 
 
 



 

18 

 
Figure 3: Histograms for Recommender Profile for recommendation list size 10 and 25 
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Figure 4: RMSE verses User Profile 
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Figure 5: MAP verses User Profile for list size 25 
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Figure 6: MAP verses User Profile for list size 10 
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Figure 7: Histograms for User Profile for popularity bias 

 
 

4.3 DIVERSITY BIAS 

4.3.1 INTRA-LIST SIMILARITY (ILS) METRIC 

 The ILS metric is measured as explained in the Methodology section.  

 In figure 8 and figure 9, we see that recommender profile verses user profile 

curves for all the algorithms except CBF has flat curves. The negative slope in CBF 

shows that it actually counteracts the user profile diversity bias. This also tells us that the 

algorithms except CBF do not propagate diversity bias to recommender’s outputs.  

 The linear model variables are tabulated in table 4 and table 5 in Appendix. The 

coefficients are pretty low which supports our observation in figure 8 and figure 9. The 

corresponding p-values are also quite low which means that the coefficients cannot be 

more than what we obtained. In table 10, the paired t-tests illustrate that the mean of the 
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differences between recommender diversity and user profile diversity is not statistically 

significant. 

 From figure 14 and figure 10, we can see that recommender profile has wider 

range of diversity profile when compared to user profile. The recommender profile shows 

that the items are less diverse even if the user has slightly high diverse items in their 

profile. 

 In figure 11, we can see that RMSE verses user profile curves are pretty flat for 

every algorithm. This shows that RMSE values are not really impacted by user profile 

diversity bias. The RMSE curves are mainly determined by the recommender algorithm 

performance irrespective of the user bias in diversity. The linear regression model for 

RMSE verses user profile in table 4 show that they are not dependent on each other. 

 In figure 12 and figure 13, we can see that MAP verses user profile curves are 

pretty flat. Again, this shows that MAP doesn’t change with the user profile diversity bias 

and the linear regression model variables support it (table 4 and table 5). 
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Figure 8: Recommender Profile verses User Profile for list size 25 
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Figure 9: Recommender Profile verses User Profile for list size 10 
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Figure 10: Histograms for Recommender Profile for recommendation list size 10 and 25 
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Figure 11: RMSE verses User Profile 
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Figure 12: MAP verses User Profile for list size 25 
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Figure 13: MAP verses User Profile for list size 10 
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Figure 14: Histograms for User Profile 

 
 
 
4.3.2 AVERAGE INTRA-LIST SIMILARITY (ILS) METRIC 

 The Average ILS metric is obtained as explained in the Methodology section. 

 In figure 15 and figure 16, we see that recommender profile verses user profile 

curves for all the algorithms are flat curves. This tells us that the algorithms we have used 

do not propagate diversity bias to recommender’s outputs.  

 The linear model variables are tabulated in table 7 and table 8. The coefficients 

are pretty low which support our observations in figure 15 and figure 16. The 

corresponding p-values are also quite low which mean that the coefficients cannot be 

more than what we obtained. We didn’t perform paired t-tests because the user profile is 

obtained using ILS and the recommender profile is obtained using average ILS.  
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 From figure 14 and figure 17, we can see that recommender profile has wider 

range of diversity profile when compared to user profile. This shows us that the 

recommenders tend to recommend more diverse items even if the users are biased to less 

diverse items.  

Note that since the user profile items doesn’t have any order in the list, we use ILS metric 

for user profile. Due to this reason, the correlations between MAP and user profile and 

RMSE and user profile are same as in ILS metric (figure 11, figure 12 and figure 13). 
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Figure 15: Recommender Profile verses User Profile for list size 25 
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Figure 16: Recommender Profile verses User Profile for list size 10 
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Figure 17: Histograms for Recommender Profile for recommendation list size 10 and 25 
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4.3.3 ENTROPY 

 The entropy metric is measured as explained in the Methodology section.  

 In figure 18 and figure 19, we see that recommender profile verses user profile 

curves for all the algorithms are flat curves. This tells us that the algorithms we have used 

do not propagate diversity bias to recommender’s outputs.  

 The linear model variables are tabulated in table 9 and table 10. The coefficients 

are pretty low which supports our observation in figure 18 and figure 19. The 

corresponding p-values are also quite low which means that the coefficients cannot be 

more than what we obtained. In table 10, the paired t-tests illustrate that the mean of the 

differences between recommender diversity and user profile diversity is not statistically 

significant. 

 From figure 24 and figure 20, we can see that the range of entropy is between 9 

and 10. Comparatively, the recommender profile has wider range but it’s almost 

insignificant. This shows that entropy is not a good metric to measure 

 In figure 21, we can see that RMSE verses user profile curves are pretty flat for 

every algorithm. This shows that RMSE values are not really impacted by the user profile 

diversity bias. The RMSE curves are mainly determined by the recommender algorithm 

performance irrespective of the user bias in diversity. The linear regression model for 

RMSE verses user profile in table 9 show that they are not dependent on each other. 

 In figure 22 and figure 23, we can see that MAP verses user profile curves are 

pretty flat. Again, this shows that MAP doesn’t change with the user profile diversity bias 

and the linear regression model variables support it (table 9 and table 10). We observed 

that entropy is just between 9.5 and 9.7 which shows that they do not capture diversity 



 

36 

very accurately. Hence, we don’t consider entropy as a very good metric for diversity. 

We mention entropy in the document for completeness. The discounted entropy depends 

on entropy so it is also not considered to be a very good way of measuring the diversity. 
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Figure 18: Recommender Profile verses User Profile for list size 25 
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Figure 19: Recommender Profile verses User Profile for list size 10 
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Figure 20: Histograms for Recommender Profile for recommendation list size 10 and 25 
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Figure 21: RMSE verses User Profile 
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Figure 22: MAP verses User Profile for list size 25 

 
 
 
 



 

42 

 
Figure 23: MAP verses User Profile for list size 10 
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Figure 24: Histograms for User Profile 

 
 
4.3.4 DISCOUNTED ENTROPY 

 The Discounted entropy metric is obtained as explained in the Methodology 

section. 

 In figure 25 and figure 26, we see that recommender profile verses user profile 

curves for all the algorithms are flat curves. This tells us that the algorithms we have used 

do not propagate diversity bias to recommender’s outputs.  

 The linear model variables are tabulated in table 12 and table 13. The coefficients 

are pretty low which supports our observation in figure 25 and figure 26. The 

corresponding p-values are also quite low which means that the coefficients cannot be 

more than what we obtained. We didn’t perform paired t-tests because the user profile is 

obtained using ILS and the recommender profile is obtained using average ILS.  
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 From figure 24 and figure 27, we can see that the metric has a range of 9-10. 

Comparatively, the recommender profile has a wider range but it’s almost insignificant. 

This shows that entropy is not a good metric to measure 

 In figure 21, we can see that RMSE verses user profile curves are pretty flat for 

every algorithm. This shows that RMSE values are not really impacted by the user profile 

diversity bias. The RMSE curves are mainly determined by the recommender algorithm 

performance irrespective of the user bias in diversity. The linear regression model for 

RMSE verses user profile in table 12 show that they are not dependent on each other. 

 In figure 22 and 23, we can see that MAP verses user profile curves are pretty flat. 

Again, this shows that MAP doesn’t change with the user profile diversity bias and the 

linear regression model variables support it (table 12 and table 13). 
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Figure 25: Recommender Profile verses User Profile for list size 25 
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Figure 26: Recommender Profile verses User Profile for list size 10 
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Figure 27: Histograms for Recommender Profile for recommendation list size 10 and 25 
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5. DISCUSSION 

 We used different metrics to measure the diversity bias in the users’ input profile. 

We discovered that the algorithms we considered do not propagate very much — if any 

— of the users’ popularity or diversity bias into their recommendations. In few cases, 

some of the recommender algorithms seem to be propagating a little but it is hard to 

quantify. Hence, it seems that recommenders may be missing a component of 

personalization. The recommender algorithms we have used except for popularity 

recommender are personalized recommenders. In an ideal case, they should be able to 

propagate every component of personalization. From our work, the recommenders are 

missing the aspect of recommending items based on the users’ choice being more biased 

towards popularity or diversity.  

 However, this is not necessarily a problem, and may make recommenders resilient 

to other types of problems. One of the concerns in recommender systems is that users 

being trapped instead of exposing themselves to the wide collection of data that is 

available. In (Nguyen et al. 2014), the filter bubble effect was studied to describe the 

effect of recommender in narrowing the content that’s recommended to the users. The 

authors raised a question if the recommendations are narrowed over the time as the users 

consume the recommendations due to personalization of the algorithms. On contrary, we 

see that irrespective of the users’ bias over diversity, the recommenders do not propagate 

the bias to the recommendation lists. This raises the question of “How can we justify that 

the users are trapped by using recommender systems if the recommenders do not 

propagate the users’ bias?” 
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6. CONCLUSIONS AND FUTURE WORK 

 We have analyzed how recommender algorithms propagated the users’ input 

profile bias in their recommendations. This work discovered that the personalized 

recommenders are missing a component of personalization in terms of diversity and 

popularity. So far, we have observed that accuracy metrics have no impact on the users’ 

profile bias. The recommenders tended, to varying degrees, to produce recommendations 

that are less diverse than the user’s historical profile. More research can be done by 

resampling the dataset to produce dataset with different biases. This way we can have a 

better insight on how the recommenders produce recommendations for different biases. 

 Our work is limited to only one domain, which is movies. In future, this analysis 

can be expanded to other datasets like music and books to understand the general trend in 

the behavior of the recommenders. Further experiments can help us understand if the 

results obtained are limited to only this domain. 
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APPENDIX SECTION 

Table 1: Coefficient values for different algorithms in linear regression model for list size 25 for mean 
popularity metric 

Algorith
m 

Recommender 
Popularity 

RMSE MAP 

 Coeff p-
value 

Adj 
R^2 

Coeff p-value Adj R^2 Coeff p-
value 

Adj R^2 

Item-
Item 

5.436e
-03 

0.743
7 

-
1.278e
-05 

5.220
e-06 
 

0.0258 
 

5.681e-
05 
 

-
8.537
e-08 

0.219
4 

7.279e-
06 
 

User-
User 

-
3.412e
-01 

< 
2.2e-
16 

0.0864
4 

2.624
e-05 
 

< 2.2e-
16 
 

0.00163
9 
 

1.381
e-07 
 

< 
2.2e-
16 

0.00414
6 
 

Funk 
SVD 

-
0.5417
4 

< 
2.2e-
16 
 

0.0174
6 

7.464
e-06 
 

0.0012
23 
 

0.00013
53 
 

3.194
e-07 

3.839
e-09 

0.00048
22 
 

CBF 8.855e
-01 
 

< 
2.2e-
16 

0.1312 -
2.230
e-05 

9.517e-
11 

0.00058
95 
 

-
4.308
e-06 

< 
2.2e-
16 

0.02643 
 

Populari
ty 

7.347e
-03 

< 
2.2e-
16 

0.0301
1 

   -
2.790
e-05 

< 
2.2e-
16 

0.03205 
 

 
Table 2: Coefficient values for different algorithms in linear regression model for list size 10 for mean 

popularity metric 
Algorit
hm 

Recommender Popularity RMSE MAP 

Coeffici
ent 

p-
value 

Adj 
R^2 

Coeffici
ent 

p-
value 

Adj 
R^2 

Coeffici
ent 

p-
value 

Adj 
R^2 

Item-
Item 

-
0.09890 

2.243
e-09 

0.0004
972 

5.220e-
06 

0.0258 5.681e-
05 
 

-
1.106e-
07 

0.040
05 

4.602
e-05 

Funk 
SVD 

-
0.49462 

< 
2.2e-
16 

0.0119
4 

7.464e-
06 

0.0012
23 

0.0016
39 
 

1.146e-
07 

0.021
46 

6.138
e-05 

User-
User 

-
1.254e-
01 

< 
2.2e-
16 

0.0361
6 
 

2.624e-
05 

< 
2.2e-
16 

0.0001
353 
 

6.306e-
08 

< 
2.2e-
16 

0.002
05 

CBF  
8.080e-
01 

< 
2.2e-
16 

0.1099 
 

-
2.230e-
05 

9.517e
-11 

0.0005
895 

-
4.054e-
06 
 

< 
2.2e-
16 

0.022
77 

Popula
rity 

0.00439
3 

< 
2.2e-
16 

0.0226
9 
 

   -
2.205e-
05 

< 
2.2e-
16 

0.027
39 
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Table 3: Mean of the differences and p-values in paired t-tests for mean popularity metric 

 List size 25 List size 10 

Algorithm Recommender Popularity Recommender Popularity 

 Mean of the 
differences 

p-value Mean of the 
differences 

p-value 

Item-Item 5708.75 <2.2e-16 7401.288 <2.2e-16 
Funk SVD 8630.561 <2.2e-16 8509.705 <2.2e-16 
User-User 9577.183 <2.2e-16 9746.65 <2.2e-16 
CBF 1393.285 <2.2e-16 1292.082 <2.2e-16 
Popularity -626.5807 <2.2e-16 -638.9796 <2.2e-16 

 
Table 4: Coefficient values for different algorithms in linear regression model for list size 25 for ILS 

metric 
Algorith
m 

Recommender Diversity RMSE MAP 

 Coeff p-
valu
e 

Adj 
R^2 

Coeff p-
value 

Adj R^2 Coeff p-
value 

Adj R^2 

Item-
Item 

0.0650
86 

<2.2
e-16 

0.0018
95 
 

0.060
33 

0.059
08 

3.668e-
05 
 

0.0058
46 
 

7.124
e-10 
 

0.00052
92 
 

User-
User 

-
0.1949
70 

<2.2
e-16 

0.0027
33 
 

0.077
24 

0.020
47 

6.256e-
05 
 

-
1.547e-
03 
 

2.2e-
16 
 

0.00278
9 
 

Funk 
SVD 

0.0567
74 

<2.2
e-16 

0.0017
78 
 

0.074
24 

0.018
47 

6.512e-
05 
 

-
0.0011
92 
 

0.107
1 
 

 
2.285e-
05 
 

CBF -
0.1531
97 

<2.2
e-16 

0.0267
9 
 

-
0.373
05 

1.123
e-15 

0.00091
04 
 

-
0.0281
6 

< 
2.2e-
16 
 

0.00605
3 
 

Populari
ty 

-
0.0885
23 

<2.2
e-16 

0.0126
4 

   -
0.1624
11 

< 
2.2e-
16 

0.00581
9 
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Table 5: Coefficient values for different algorithms in linear regression model for list size 10 for ILS 
metric 

Algorithm Recommender Diversity RMSE MAP 
 Coeff p-value Adj 

R^2 
Coeff p-value Adj 

R^2 
Coeff p-value Adj 

R^2 
Item-Item 0.003295 0.6424 -1.1

91e
-05 
 

0.06033 0.05908 3.6
68e
-05 
 

-9.602e-
06 

0.9896 -1.4
31e
-05 
 

User-User 0.28108 0.0001 0.0
042
27 
 

0.07724 0.02047 6.2
56e
-05 
 

-5.142e-
04 

7.178e-
13 

0.0
007
224 
 

Funk 
SVD 

0.095354 5.254e-
13 

0.0
012
94 
 

0.07424 0.01847 6.5
12e
-05 
 

-
0.001230 

0.07039 3.2
54e
-05 
 

CBF -
0.156831 

< 2.2e-
16 

0.0
143
4 

-
0.37305 

1.123e-
15 

0.0
009
104 

-
0.030164 

< 2.2e-
16 

0.0
067
53 

Popularity -
0.000218 

0.9584 -1.4
27e
-05 

   -
0.141551 

< 2.2e-
16 

0.0
060
48 

 
 

Table 6: Mean of the differences and p-values in paired t-tests for ILS metric 
 List size 25 List size 10 

Algorithm Recommender Popularity Recommender Popularity 

 Mean of the 
differences 

p-value Mean of the 
differences 

p-value 

Item-Item 0.118700 <2.2e-16 0.127564 <2.2e-16 
Funk SVD 0.117621 <2.2e-16 0.157229 <2.2e-16 
User-User 0.088737 <2.2e-16 0.112728 <2.2e-16 
CBF -0.01800 <2.2e-16 -0.013986 <2.2e-16 
Popularity 0.039454 <2.2e-16 0.075617 <2.2e-16 
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Table 7: Coefficient values for different algorithms in linear regression model for list size 25 for 

average ILS metric 
Algorithm Recommender 

Diversity 
RMSE MAP 

 Coeff p-
value 

Adj 
R^2 

Coeff p-value Adj R^2 Coeff p-
value 

Adj 
R^2 

Item-Item 0.034685 2.10
2e-1
0 

0.00
056
3 

5.220e-
06 
 

0.0258 
 

5.681e-05 
 

0.005
8465 
 

7.124
e-10 
 

0.00
052
92 

User-User -0.13219 7.19
4e-1
1 

0.00
105
4 

2.624e-
05 
 

< 2.2e-
16 
 

0.001639 
 

-1.54
7e-03 
 

< 
2.2e-
16 

0.00
278
9 

Funk 
SVD 

0.081605 < 2.2
e-16 
 

0.00
232
9 

7.464e-
06 
 

0.001223 
 

0.0001353 
 

-0.00
1192
9 

0.107
1 
 

2.28
5e-0
5 

CBF -
0.152277 

< 2.2
e-16 
 

0.01
778 
 

-
2.230e-
05 

9.517e-
11 

0.0005895 
 

-0.02
8169
0 

< 
2.2e-
16 

0.00
605
3 

Popularity -
0.048797 

< 
2.2e-
16 

0.00
334
8 

   -0.16
2411 
 

< 
2.2e-
16 

0.00
581
9 

 
Table 8: Coefficient values for different algorithms in linear regression model for list size 10 for 

average ILS metric 
Algorith
m 

Recommender Diversity RMSE MAP 

 Coeff p-value Adj 
R^
2 

Coef
f 

p-
value 

Adj R^2 Coef
f 

p-
value 

Adj 
R^
2 

Item-Item 0.01400
0 

0.06631 
 

3.6
02e
-05 

0.06
033 
 

0.0590
8 
 

5.681e-05 
 

-9.60
2e-0
6 

0.9896 
 

-1.4
31e
-05 

User-
User 

0.30575 0.000109
2 

0.0
045
83 

0.07
724 
 

0.0204
7 
 

0.001639 
 

-5.14
2e-0
4 

7.178e
-13 

0.0
007
224 

Funk 
SVD 

0.08700
4 

4.244e-10 0.0
009
625 

0.07
424 

0.0184
7 

0.000135
3 

-0.00
1230
7 

0.0703
9 

3.2
54e
-05 

CBF -
0.14966
5 

< 2.2e-16 0.0
080
85 

-0.37
305 

1.123e
-15 

0.000589
5 

-0.03
0164
0 

< 2.2e-
16 

0.0
067
53 

Popularit
y 

-0.02972 2.682e-11 0.0
006
209 

   -0.14
1551 
 

< 2.2e-
16 

0.0
060
48 
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Table 9: Coefficient values for different algorithms in linear regression model for list size 25 for 
entropy metric 

Algorithm Recommender 
Popularity 

RMSE MAP 

 Coeff p-
value 

Adj 
R^2 

Coeff p-value Adj 
R^2 

Coeff p-
value 

Adj 
R^2 

Item-Item 0.1165
68 
 

2.2e-
16 
 

0.004
49 
 

-1.552
69 
 

< 2.2e-
16 
 

0.0238
2 
 

0.0995
2 
 

3.108e
-05 
 

0.0002
34 
 

User-User 0.9588
3 
 

< 
2.2e-
16 

0.065
95 
 

-1.561
01 
 

< 2.2e-
16 
 

0.0221
5 
 

0.4452
8 
 

< 
2.2e-
16 

0.0102
6 
 

Funk 
SVD 

0.1374
74 
 

< 2.2
e-16 
 
 

0.004
053 
 

-1.609
80 
 

< 2.2e-
16 
 

0.0263
2 
 
 

0.2207
8 
 

< 
2.2e-
16 

0.0016
09 
 
 

CBF 0.0022
44 
 

0.452
2 
 

-6.224
e-06 
 

-1.641
81 
 

< 2.2e-
16 
 

0.0125
6 
 

-0.465
91 
 

< 
2.2e-
16 

0.0092
55 
 

Popularity -0.014
315 
 

< 
2.2e-
16 

0.001
70 
 

   -0.626
41 
 

< 
2.2e-
16 

0.0055
17 
 

 
 
 

Table 10: Coefficient values for different algorithms in linear regression model for list size 10 for 
entropy metric 

Algorith
m 

Recommender Popularity RMSE MAP 

 Coeff p-
value 

Adj R^2 Coeff p-
valu
e 

Adj 
R^2 

Coeff p-
value 

Adj R^2 

Item-
Item 

0.0769
4 

1.62e-
12 

0.00070
87 

-
1.5526
9 

< 
2.2e
-16 

0.0238
2 

0.1258
0 

1.062
e-10 

0.00058
23 

User-
User 

0.9839
1 

< 
2.2e-
16 

0.1145 
 

-
1.5610
1 

< 
2.2e
-16 

0.0221
5 

0.3739
2 
 

< 
2.2e-
16 

0.01173 

Funk 
SVD 

0.0659
5 

1.134
e-06 

0.00035
31 

-
1.6098
0 

< 
2.2e
-16 

0.0263
2 
 

0.1784
1 

< 
2.2e-
16 

0.00160
2 
 

CBF -
0.0361
68 

< 
2.2e-
16 

0.00119
4 

-
1.6418
1 

< 
2.2e
-16 

0.0125
6 
 

-
0.7036 
 

< 
2.2e-
16 

0.03132 
 

Populari
ty 

0.0874
1 
 

< 
2.2e-
16 

0.02329    -
0.4883
7 

< 
2.2e-
16 

0.00338
9 
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Table 11: Mean of the differences and p-values in paired t-tests for entropy metric 

 List size 25 List size 10 

Algorithm Recommender Popularity Recommender Popularity 

 Mean of the 
differences 

p-value Mean of the 
differences 

p-value 

Item-Item -0.1105027 <2.2e-16 -0.2005839 <2.2e-16 
Funk SVD -0.1915025 <2.2e-16 -0.3053631 <2.2e-16 
User-User -0.2884622 <2.2e-16 -0.3576204 <2.2e-16 
CBF -0.0067576 <2.2e-16 -0.04905952 <2.2e-16 
Popularity -0.0058066 <2.2e-16 -0.04817786 <2.2e-16 

 
 
 

Table 12: Coefficient values for different algorithms in linear regression model for list size 25 for 
discounted entropy metric 

Algorith
m 

Recommender Popularity RMSE MAP 

 Coeff p-
value 

Adj R^2 Coeff p-
valu
e 

Adj 
R^2 

Coeff p-value Adj R^2 

Item-
Item 

9.758 
 

2.2e-
16 
 

0.00123
4 
 

-
1.553
46 

< 
2.2e
-16 

0.023
86 
 

0.00388
6 
 

0.0005
77 
 

0.00015
52 
 

User-
User 

38.90
81 
 

< 
2.2e-
16 

0.1302 
 

-
1.558
02 

< 
2.2e
-16 

0.022
07 
 

0.00256
53 
 

< 2.2e-
16 

0.00542
6 
 

Funk 
SVD 

16.07 
 

< 
2.2e-
16 

0.00234
5 
 

-1.614 
 

< 
2.2e
-16 

0.026
48 

0.00409
97 

3.255e-
06 

0.00029
56 

CBF -
17.97
88 

< 
2.2e-
16 

0.08275 
 

1.641
81 

< 
2.2e
-16 

0.012
56 
 

-
0.03819
4 

< 2.2e-
16 

0.00786
2 
 

Populari
ty 

0.078
08 

7.165
e-11 

0.00059
34 

   -
0.02404
8 

0.0120
1 

7.598e-
05 
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Table 13: Coefficient values for different algorithms in linear regression model for list size 10 for 
discounted entropy metric 

Algorit
hm 

Recommender Popularity RMSE MAP 

 Coeff p-value Adj 
R^2 

Coeff p-
val
ue 

Adj 
R^2 

Coeff p-value Adj 
R^2 

Item-
Item 

3.749
2 
 

9.338e-
07 
 

0.00033
43 
 

-
1.553
46 

< 
2.2e
-16 

0.023
86 
 

0.00131
16 
 

0.1339 
 

1.785e-
05 
 

User-
User 

18.80
22 
 

< 2.2e-
16 

0.07836 
 

-
1.558
02 

< 
2.2e
-16 

0.022
07 
 

8.423e-
04 
 

< 2.2e-
16 

0.00138
1 
 

Funk 
SVD 

3.492
4 

0.00030
75 

0.00018
72 

-
1.614 

< 
2.2e
-16 

0.026
48 

0.00161
09 

0.04658 
 

4.237e-
05 

CBF -
11.33
51 

< 2.2e-
16 

0.04264 
 

1.641
81 
 

< 
2.2e
-16 

0.012
56  
 

-
0.02717
6 

< 2.2e-
16 

0.00386
4 
 

Popular
ity 

0.129
77 

< 2.2e-
16 

0.00206
6 
 

   -
0.02954
7 

0.00030
59 

0.00017
22 
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