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A SINGULAR THIRD-ORDER 3-POINT BOUNDARY-VALUE
PROBLEM WITH NONPOSITIVE GREEN’S FUNCTION

ALEX P. PALAMIDES, ANASTASIA N. VELONI

ABSTRACT. We find a Green’s function for the singular third-order three-point
BVP
u"'(t) = —a(t)f(t,ut), u(0)=1u'(1)=u"(n)=0

where 0 < 7 < 1/2. Then we apply the classical Krasnosel’skii’s fixed point
theorem for finding solutions in a cone. Although this problem Green’s func-
tion is not positive, the obtained solution is still positive and increasing. Our
techniques rely on a combination of a fixed point theorem and the properties
of the corresponding vector field.

1. INTRODUCTION

Ma in [I7], proved the existence of a positive solution of the three-point nonlinear
boundary-value problem

—u(t) = q(t)f (u(t)),
w(0) =0, au(n)=u(l).
Recently Infante and Webb in [I0], studied the three-point nonlinear boundary-
value problem

—u"(t) = q(t) f(u(t)),
w'(0) =0, au'(1)+u(n) =0.
The main result was the loss of positivity of its solutions, as a decreases.

Since Chazy’s attempt [3] to completely classify all third-order differential equa-
tions of certain form, analysts were fascinated by the study of third-order differential
equations in the pure but also in the applied sense, as in Gamba and Jiingel [6].
The singular third-order boundary value problem

y"(2) = (1—y) g(y), 0<z<+oo (A>0)
y(0) =0, lim y(@)=1, lim y'(z)= lim y"(z)=

— 400

NEIEY

arises in the study of draining and coating flows. Jiang and Agarwal [11], estab-
lished, among other things, the uniqueness and existence of solutions of (1.1)).
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In a recent paper Sun [20], proved the existence of infinite positive solutions of
the BVP
u” (t) = da(t) f(t,u(t), 0<t<l1

u(0) =u'(n) =u"(1) =0, ne(1/2,1)

mainly under sub or superlinearity on the nonlinearity f

f(t.x) <

(1.2)

A Y(t,z) € [0,1] x [0, 7]

flt,z) = v(t,x) € [0,1] x [0R, R],

ABy’
for positive constants 6, R,r, Ag and By where R # r. Sun, in order to obtain
the existence results, applied also the Krasnosel’skii fixed-point theorem on a cone
expansion-compression type. Furthermore, in order to prove a result concerning the
multiplicity of solutions, he assumed monotonicity of the nonlinearity with respect
to the second variable.

Lately, Agarwal [I], Anderson et al. [2], Hopkins and Kosmatov [9], Li [13],
Liu et al. [14, 5, 16], Guo et al. [8], Du et al. [5] and Kang et al. [I8] also
considered third-order problems. Graef and Yang [7] and Wong [21I] considered
three-point focal problems, while Palamides and Smyrlis [19] considered the three-
point boundary conditions

u"(t) = a(t)f(t,u(t), =(0)=2"(n)==(1)=0.

In all these papers, in order to obtain a positive solution, the corresponding
Green’s function was assumed positive. In the present paper, mainly motivated by
Sun [20] and Anderson et al. [2], we study the singular BVP

W (t) = —a(t)f(t,u(t), 0<t<l,

u(0) = /(1) =" () =0, 0<n<1/2 -

More precisely the corresponding Green’s function G(t,s) is constructed , which
is not a definite sign function for (t,s) € [0,1] x [0,1]. The solution u(t) =
fol G(t,s)a(s)f(s,u(s))ds of (.3), may still be positive; i.e., if its initial values
u’(0) and w”(0) are positive. This observation is based on an analysis of the cor-
responding vector field on the phase-plane (u',u”), proposed by Palamides and
Smyrlis in [I9] and in some references therein.

However, it is worth noticing that a positive and increasing solution is obtained.
Our approach is based on the well-known Krasnosel’skii’s fixed point theorem ap-
plied on a new cone. The choice of this cone is devised by the solution’s properties
of the BVP , whenever the nonlinearity is constant. We also note that, in
contrast to the usual case where for similar problems 1 € (1/2,1) (see [20]), in our
case n € [0,1/2).

2. PRELIMINARIES

Consider the third-order nonlinear singular boundary-value problem , where
we assume that ) € [0,1/2), the continuous function «(t), t € (0, 1) is nonnegative
and f € C([0,1] x [0, +00), [0, +00)).

Then, a vector field with crucial properties for our study is defined. More pre-
cisely, considering the (u/,u”) phase semi-plane (v’ > 0), we easily check that, if



EJDE-2007/151 A 3-POINT BOUNDARY-VALUE PROBLEM 3
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FIGURE 1. The (v/,u”) phase space

u(t) > 0, then u"'(t) = —a(t)f(t,u(t)) < 0. Thus, any trajectory (u'(t),u"(t)),
t > 0, emanating from any point in the fourth quadrant

{(U,/,uﬂ) cul > 0, u > 0}

“evolutes” in a natural way, when u”(¢) > 0, towards the positive u’'—semi-axis and
then, when u”(t) < 0 “evolutes” towards the negative u’-semi-axis. By assuming
a certain growth rate on f (e.g. a sublinearity), we can control the vector field in
a way that assures the existence of a trajectory satisfying the boundary conditions
of . These properties, which from now on will be referred as the nature of
the vector field, combined with the Krasnosel’skii’s fixed point principle, are the
main tools that we will employ in our study. The above thoughts are illustrated
in Fig. 1, where the graph of the solution of the BVP , where n = 1/3 and
a(t)f(t,u(t)) =1,0 <t <1, is presented.

Definition 2.1. Let E be a real Banach space. A nonempty closed convex set K
is called a cone of F if it satisfies the following conditions
(1) € Ko, A > 0 imply Az € Ko;
(2) z € Ky, —x € Ky imply z = 0.
Consider the Banach space C]0, 1] equipped with the norm
[yl = max{[y(t)| : 0 <t <1}
and let
Ko={yeC0,1]:y(t) 20, y'(t) 20, t € [0,1]; ¥" () <0, t € [, 1]},
where C[0, 1] denotes the family of continuous functions. It is obvious that Ky is a
cone in C|0, 1].
Consider now the homogeneous third-order nonlinear singular boundary-value

problem,
u"(t)=0, 0<t<1

u(0) = '(1) = () = 0, (21)

Lemmma 2.2. The boundary value problem (2.1)) has only the trivial solution
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The proof is trivial and is omitted. Now consider also the BVP

u(t) = —y(t), 0<t<1,

2.2
u(0) = /(1) = () = 0 22
and let its Green’s function be
(1 — t <
for s > n, G(t,s)z{ ( tas)’sz =9
t— 5 T 3 t = S
£ _ts, t<s
for s <, G(t,s):{2 ’
—57, s<t
Then for s > 7,
0 1—s5, t<s 9? 0 t<s
—G(t,s) = b= —G(t,s)=< "’ -
ot (t5) {1—t7 t>s ot? (t,5) {—1, t>s
and for s < 7,
3] t—s, t<s 0? 1, t<s
iGt — ) — 7Gt — ) —
FrARGL) {0, s<t, o (¢ ) {0, s <t.
Thus we obtain
o
G(t,s) <0 and &G(t,s) <0 for0<s<m,
0
G(t,s) >0 and aG(t,s) >0, forn<s<l.
Also for s > 1, we have
1—-s<1-— t <
max G(t,s) = G(1,s) = 17528 - 1777277’ =7
P} S P} S 1- 7, t>s
and for s < 7, we have
. 0, t<s
max |G(t,s)| = —min G(¢,5) = —G(0,8) = ¢ - 2
£ s<t.
Consequently,
2
G(t.s) S max{l—n, T}=1-n, () €[0,1]x[0,1] (2.3)
Remark 2.3. Consider the special case y(t) = 1, 0 < ¢ < 1. Then the BVP
ot =-1, 0<t<1,
(2.4)

u(0) = /(1) =u"(n) =0

admits the unique solution

u(t):/o G(t, s)ds.

Indeed, we may proceed by cases on the two branches of the above Green’s function.
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e For t <1,
u(t)/Utfder/tn(t;st)ds/nlt(sl)ds;ttnét3+;t2n
u/(t) = —/01 %G(t,s)ds = %(%t —tn — ét"* + %th) =tn—mn— %tQ + %
u(t) = — 01 g—;G(t,s)ds = %(tn —n— %tQ - %) =n—t

e For n <,

" s b 52 ! 1 1
u(t) :—/ —ds+/ (——t+—)ds+/ t(s — 1)ds = —t —tn — —t> + ~t*n.
0 2 n o 2 2 f
Hence we obtain
w(0) =u' (1) =u"(n) =0, " (t)=-1

Consider now the unique solution v = u(t), 0 <t < 1 of (2.4). Then, recalling
that

1 1 1
u(t):§t—tn—6t3+§t2n, 0<t<l,

it is not difficult to show that u(t) > 0 and 0 < ¢ < 1, since n € (0,1/2). Indeed,
u(t) >0 < ¢(t) =t* — 3nt + (6n — 3) < 0.

The fact that ¢(t) is decreasing on [0, 27] and increasing on [37, 1], yields ¢(0) <0
for n € [0,1/2] and ¢(1) < 0 for n € [0,2/3]; that is ¢(¢) < 0 or u(t) >0, t € [0, 1].
For example, if n = 1/3, then u(t) = %t— %tg’ + %tz > 0,0 <t <1, and its graph
1 1 11
G ={( (), u"(t)) = (=t — =t 4+ =, = —
) = {0 (0, 0" (0)) = Gt — 224 2 2
on the phase-plane is presented in Fig. 1.
On the other hand, for n = 2/3,

), 0<t<1}

11 1
u(t) = -5t - 5153 - §t2

and its graph at the phase-plane (u',u”) is presented in Fig. 2. In this case, we
notice that u(t) <0, «/(t) <0 for 0 <t <1, and v’(t) <0 for 2/3 <t < 1.
Finally for n = 1/2, we have the limited ”semi-periodic” solution u = u(t) =
—#t*+ 12 > 0, 0 < t < 1, in the sense that u/(0) = /(1) = 0 (its graph is
represented by the thin curve, in Figure [2).
The next result is very useful

Lemmma 2.4. Let y € Ky. Then, the BVP (2.2) admits the unique solution

1
ult) = / G(t, 8)y(s) ds € Ko
0
in Kq, which is monotonic.

Proof. By the definition of the kernel G(¢,s) and the fact that y € Ky and n €
[0,1/2), we obtain
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—-2.0 L

FIGURE 2. Semiperiodic solution (to the right)

e If0<t <y,

t<s<n n<s<1
- (5)(tn — = — Si) + (s)( +3)
= ax y(s)(tn = 517 = o) + min y(s)(on” —n+ 5
1
=y(n)[tn — n—53+2]
t+1
Yot~ 1)~ o) 20

olfn<t<1,

u'(t) = /On Oy(s)ds +/ (1—=1t)y(s)ds +/t t(1 — s)y(s)ds

v

i 0 - nas+ [ 101 )0

B 3 2, 13

—f1<ngl£11y( )[Qt—n—l—tn—Qt +§t]
1

zimmuf¢X—ﬁ+3r—%)za

Obviously u(0) = 0. This results u(t) > 0, 0 < ¢ < 1. Moreover

"o o L o2 ft ds>( )(0)207 0<t<m,
S ()ds_{ JLy(s)ds < (g —tyy(m) <0, n<t<1
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and

Thus, we obtain u € Kj. 0
The solution of BVP
y"(x) = —9y(z), 0<z<1,
y(0) =y (1) =y"(n) =0,

can be approximated numerically by using the NDSolve command of the software
package Mathematica and applying the shooting method. For the initial values

y[0] =0, ¥'[0]=13, ¢"[0] =08,
we obtain the next plot (Figure|3]) of the functions y(¢), y'(¢) and y”'(¢), 0 <t < 1.

14 - y(t)

FiGUrE 3. Graph of the solution and its derivatives

Note that these graphs yield “good” approximating relations y(0) = 0, y(t) > 0,
y'(t) >0,y (1) ~0, for 0 <t <1, and y”(0.413) ~ 0. This is in agreement with
our theoretical approach.

For the interested reader, we present the Mathematica commands:
NDSolve[{y"'[z] + 9y[z] == 0,y[0] == 0,y'[0] == 1.3,¢”[0] == 0.8}, ¥, {=,0,1}]
Plot[Evaluate[{y[z], v [z],y" [z]} /. %],{x, 0, 1.4}]

In the same manner, the command
NDSolve[{y"[x] + 9y[z] == 0,y[0] == 0,y'[0] == 1.3,y"[0] == 0.8}y, {z,0,1}]
ParametricPlot[Evaluate[{y'[z], " [z]}] /.%, {=,0,1}, PlotRange — > All],
yields a graph similar to the one in Fig. 1

Lemmma 2.5. For any y € Ky, the unique solution u(t) of (E,) belongs also to
the cone Ky and furthermore it satisfies

min u(t) > =—=|luf,

(0 —n)
te[6,1-6] 1—n

where 0 € (n,1/2) is arbitrary.

Proof. Taking into account that u € Ky, (Lemma , we obtain u(t) > 0, 0 <
t <1 and
u’(t) <0, n<t<l1.
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Hence, the function u = u(t) < 0, n < t < 1 is concave. As a result, for any
t1,t2 € [n,1] and A € [0, 1],
w1 + (1= N)t2) > Au(ty) + (1 — Nults).

Moreover, the fact that the function u = u(t) > 0, 0 < ¢ < 1 is increasing, implies
that ||u|| = u(1). Therefore

1) — t) —
u() —ul) _wlt) —ul)
L—=n t=mn
that is
t—n t—n
u(t) > T=hu() = =2l teln.1]
Consequently,
i t) =u(f) > 6~
clpin | u(t) = () 2 0% ul,
where 9*2?%’7. O
7

3. MAIN RESULTS

Consider the boundary-value problem
W' (t) = —a(t)f(s,u(s)), 0<t<]l,
u(0) = /(1) = u"(n) =0,
where the next two conditions are assumed
(H1) a € C((0,1),(0,+0c0)) and 0 < fnlin a(s)ds < fol a(s)ds < +oo;
(H2) f e C(]0,1] x [0, +00), [0, +00)).
We define the cone

K={uecKy:y(0)=0, min u(t)>0*
{u € Ko:y(0) =0, min ult) > 6[ul}

and the operator
Tu(t) = /0 Gt s)a(s) f(s, u(s))ds.

By Lemmas and the BVP (3.1) has a positive solution u = u(t), if and only
if w is a fixed point of 7 in K.

Lemmma 3.1. Assume that conditions (H1)—(H2) hold. Then, for each u € Ky,
the map

1
t— / G(t,s)a(s)f(s,u(s))ds
0
has itmage in the cone K, that is Tu € K.

Proof. Let u be a function in Ky. It is a straightforward consequence of (H1)-
(H2) that the function y(s) = a(s)f(s,u(s)), s € (0,1), is positive and con-
tinuous. Hence, y € Ky. Moreover, Lemma [2.4] implies that the map ¢ —
fol G(t,s)a(s)f(s,u(s))ds is continuous and the integrand y(s) € C(0,1). Thus,
the conclusion of Lemma [3.1] follows immediately from Lemmas and O
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We set ) o
A=(1- 77)/ a(s)ds, B=06(1— 9)/ a(s)ds.
which are positive because 00§ n < 6 < 1/2. Moreover, erecalling that an operator
7:K— C([0,1])
is called completely continuous if it is continuous and maps bounded sets into

precompact sets, we state the next well-known result.

Proposition 3.2. Assume that (H1)-(H2) hold. Then T : K — K is completely
continuous.

Proof. Tt is sufficient to show that 7 (K) C K, which follows directly from Lemma
[B1] since K C K. O

We will employ the following fixed point theorem due to Krasnosel’skii [12].

Thmeorem 3.3. Let E be a Banach space, P C E a cone, and assume that 1, Q9
are bounded open balls of E centered at the origin with Q, C Qo. Suppose further
that T : PN (Q2\ Q1) — P is a completely continuous operator such that either
one of the following two conditions is satisfied

(i) |Tull < ||ull, we PN and ||Tu| > ||u|l, v € PN ONs; or
(ii) [|Tul] = ||ul], w € PN and ||Tu| < ||lu|l, v € PN ON,.

Then, T has a fived point in PN (Q \ Q).

Next, we will prove the existence of at least one positive and increasing solution

of the BVP (L.3).
Thmeorem 3.4. Assume that (H1)-(H2) hold and that there exist positive con-
stants r # R such that

Al) f(t,x) < § for (t,x) € [0,1] x [0,7];

(A2) f(t,z) > & for (t,z) € 0,1] x [0*R, R].
Then, the boundary-value problem (3.1) admits a positive strictly increasing solution
u=u(t), 0 <t <1, where

min{r, R} < |lu|| < max{r, R}.

Moreover, the obtained solution uw = u(t) is convex on the interval [0,7] and concave

forn<t<1.

Proof. Assuming first that » < R, we consider the open balls
Q1 ={uel(0,1]) : JJul| <r} and Qo ={ue C([0,1)):|ul| < R}.

Let w € K N9y be any function. From (2.3) and the sign of nonlinearity, the
assumption (Al) yields

ITull = o | [ Glt.s)as)f(s.u(s)ds] = [ ma. G s)a(e)f(s.ule))ds
1

1
r
< () [ ale)fsu)ds < (=) [ als)Gds =r = [ul.
0 0
Therefore, the first part of assumption (i) in Theorem is fulfilled.

Similarly, for every v € K N 099, Lemmas 1| yield *R < u(s) < R,
0<s<1-06.
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Taking into account that both functions ¢t +— fol G(t,s)a(s)f(s,u(s))ds and

G(.,8), 8 < s <1—0, are positive and the second is also increasing, for ¢ € [n, 1],
assumption (A2) implies that

0<t<1

|7u|| = max | G(t,s)a(s)f(s,u(s))ds|
0

= max/o G(t,s)a(s)f(s,u(s))ds
1-0

0<t<1
> moax, | G(t,s)a(s)f(s,u(s))ds
1-6
> dnax | G(t,s)a(s) f(s, u(s))ds

1-6
= /(9 G(1—46,s)a(s)f(s,u(s))ds

= /019 (1 —0— ( _20)2 — S;)a(s)f(s,u(s))ds

_1 o —2—82618 S, uls S
—/9 (1— 62— $?)a(s) f (s, u(s))d

> 9(1—6)/ a(s) s = R = Ju].
0

Therefore,

| 7u| > |lull, forue KNoQs.

Finally, we may apply Theorem to obtain a positive solution u = u(t), 0 <t <
1, of the BVP (3.1). The definition of K C Ky and the fact that u € Ky, gives
that:

u(t) >0, 0<t<1,

that is u(t) is a positive and strictly increasing solution. On the other hand, since
ue KN (Q\Q), it is obvious that

r < lull < R.
Assuming now that r > R, consider the open balls
O ={ueC(0,1]): ||u]| <R} and Qs ={uec C([0,1]):|ul] <}
Then, if u € K N 984, by Lemma [2.5] we obtain
(6 —n)

min u(t) > 0 full = 0" Jul] = 0°R.

n
te(0,1-0] -n
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On the other hand, assumption (A2) gives

ITull = o, | / (t,5)a(s) (s, u(s))ds]
= g, | G(t,S)a(S)f(s u(s))ds
> o [ G000 o)
> max 010G(t,3)a(s) F(s,u(s))ds

1-6 R
>00-0) [ als)ds = B =ul,
0 B

Working similarly, if u € K N9Qs, then 0 < u(s) < 7,0 < s < 1. Thus (Al) implies

|7 = max/ G(t,s)a(s)f(s,u(s))ds

0<i<1 J

1
r
<) [ als)ds=r=Jul.
0
Therefore, it is clear that the existence result holds.

Corollary 3.5. Assume that (H1)—(H2) hold and
(A3) The nonlinearity is superlinear at both points x = 0 and t = +o00; i.e.,

t t
lim max M =04+ and lim min M = +o0;
z—0+0<t<1l z—+000<t<l T
or
(A4) The nonlinearity is sublinear at both points x = 0 and x = +o00; i.e.,
t t
lim min 1(t,2) =400 and lim max M =0+

z—0+0<t<1 X =400 0<t<l T

Then, the boundary value problem (3.1)) admits a positive, strictly increasing, convex
on the interval [0,m] and concave for [n,1] solution u = u(t), 0 <t < 1.

Proof The superlinearity of f ensures the existence of an r > 0, such that - (t 2) <

%, for all (t,z) € [0,1] x [0, 7], This yields assumption (A1) of Theorem Slm—
1larly takmg into account the superlinearity at +oco, we get an R > r such that
(t z) > 9*B7 for all (t,x) € [0,1] x [*R, R]. Hence, Theorem@can be applied.

On the other hand, when the nonlinearity is sublinear,
o If f is bounded, say by M > 0, we may choose any R > AM. Thus,

I Tul| < max |/0 Gt s)a(s) f(s, u(s))ds|

0<t<1
1
<(@-n) /O a(s)f(s,u(s))ds (3.2)

=MA<R=|u|, forueK with |ul|=R
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e If f is unbounded, let R be positive and large enough such that

f“}’f‘) < %, F(tu) < F(5R), for (tu) € [0,1] x [0, R].
Then
fltu) S F6R) S 5 (tu) € 0,1] % [0, Rl
Consequently,

1
ITull < g | [ G(t.s)als) s, (s

1
<(1- n)/ a(s)f(s,u(s))ds
0
R .
< ZA = |lu|| for uw € K with ||u| = R.

We know that v € K, where ||u|| = r implies r > u(s) > 0*|ul]| = 6*r, 0§ < s <
1 — 6. Moreover, by the sublinearity of f at u = 0, there exists an r < R such that
for any u € K where [ju| = 7.

u(s) < 0*r
(1—-6)Bo* — 6(1 —60)BO*’

f(s,u(s)) > 7 (s,u(s)) €10,1] x [0%r,r].

Hence, for any u € K where ||u|| = r, we similarly get

0<t<1

1
| Tl = max | / G(t, s)a(s) f (s, u(s))ds]
1-6

Z@?fee G(t, s)a(s)f(s,u(s))ds

1-0
— ) G(1—0,s)a(s)f(s,u(s))ds

1-0
>60(1— 9)/9 a(s)f(s,u(s))ds

1-6
> 9(1— 9)/ a(s) L ds = v = ul,
0 B
and this clearly completes the proof. O

Example 3.6. Consider the boundary-value problem

1
W (t)=——=ult)+t, 0<t<1

Vit
w(0) = /(1) =" (n) = 0.

The function a(t) = ﬁ is integrable on [0, 1] and the nonlinearity f(t,u) = —/u +¢
sublinear. Hence, Corollary guarantees the existence of a positive increasing
solution of the above BVP.
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