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POSITIVE SOLUTIONS FOR A FUNCTIONAL DELAY
SECOND-ORDER THREE-POINT BOUNDARY-VALUE

PROBLEM

CHUANZHI BAI, XINYA XU

Abstract. We establish criteria for the existence of positive solutions to the

three-point boundary-value problems expressed by second-order functional de-
lay differential equations of the form

−x′′(t) = f(t, x(t), x(t− τ), xt), 0 < t < 1,

x0 = φ, x(1) = x(η),

where φ ∈ C[−τ, 0], 0 < τ < 1/4, and τ < η < 1.

1. Introduction

In recent years, many authors have paid attention to the research of boundary-
value problems for functional differential equations because of its potential applica-
tions (see, for example, [1, 3, 5, 6, 7, 8, 9, 10, 11]). In a recent paper [7], by applying
a fixed-point index theorem in cones, Jiang studied the existence of multiple pos-
itive solutions for the boundary-value problems of second-order delay differential
equation

y′′(x) + f(x, y(x− τ)) = 0, 0 < x < 1,

y(x) = 0, −τ ≤ x ≤ 0, y(1) = 0,
(1.1)

where 0 < τ < 1/4 and f ∈ C([0, 1]× [0,+∞), [0,∞)).
For τ > 0, let C(J) be the Banach space of all continuous functions ψ : [−τ, 0] =:

J → R endowed with the sup-norm

‖ψ‖J := sup{|ψ(s)| : s ∈ J}.
For any continuous function x defined on the interval [−τ, 1] and any t ∈ I =: [0, 1],
the symbol xt is used to denote the element of C(J) defined by

xt(s) = x(t+ s), s ∈ J.
Set

C+(J) =: {ψ ∈ C(J) : ψ(s) ≥ 0, s ∈ J}.
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In this paper, motivated and inspired by [1, 4, 7, 8], we apply a fixed point
theorem in cones to investigate the existence of positive solutions for three point
boundary-value problems of second-order functional delay differential equation

−x′′(t) = f(t, x(t), x(t− τ), xt), 0 < t < 1,

x0 = φ, x(1) = x(η),
(1.2)

where 0 < τ < 1/4, τ < η < 1, f : I × R+ × R+ × C+(J) → R+ is a continuous
function, and φ is an element of the space

C+
0 (J) =: {ψ ∈ C+(J) : ψ(0) = 0}.

We need the following well-known lemma. See [2] for a proof and further discussion
of the fixed-point index i(A,Kr,K).

Lemma 1.1. Assume that E is a Banach space, and K ⊂ E is a cone in E. Let
Kr = {x ∈ K : ‖u‖ < r}. Furthermore, assume that A : K → K is a compact
map, and Ax 6= x for x ∈ ∂Kr = {x ∈ K; ‖x‖ = r}. Then, one has the following
conclusions.

(1) If ‖x‖ ≤ ‖Ax‖ for x ∈ ∂Kr, then i(A,Kr,K) = 0.
(2) If ‖x‖ ≥ ‖Ax‖ for x ∈ ∂Kr, then i(A,Kr,K) = 1.

2. Preliminaries and some lemmas

In the sequel we shall denote by C0(I) the space all continuous functions x : I →
R with x(0) = 0. This is a Banach space when it is furnished with usual sup-norm

‖x‖I := sup{|x(s)| : s ∈ I}.
We set

C+
0 (I) := {x ∈ C0(I) : x(t) ≥ 0, t ∈ I}.

For each φ ∈ C+
0 (J) and x ∈ C+

0 (I) we define

xt(s;φ) :=

{
φ(t+ s), t+ s ≤ 0, t ∈ I, s ∈ J,
x(t+ s), 0 ≤ t+ s ≤ 1, t ∈ I, s ∈ J,

and observe that xt(·;φ) ∈ C+(J).
It is easy to check that ϕ1(t) = sin π

η+1 t is the eigenfunction related to the

smallest eigenvalue λ1 = π2

(η+1)2 of the eigenproblem

−x′′ = λx, x(0) = 0, x(1) = x(η).

By [4], the Green’s function for the three-point boundary-value problem

−x′′ = 0, x(0) = 0, x(1) = x(η),

is given by

G(t, s) =


t, t ≤ s ≤ η,

s, s ≤ t and s ≤ η,
1−s
1−η t, t ≤ s and s ≥ η,

s+ η−s
1−η t, η ≤ s ≤ t.

Lemma 2.1. Suppose that G(t, s) is defined as above. Then we have the following
results:

(1) 0 ≤ G(t, s) ≤ G(s, s), 0 ≤ t, s ≤ 1,
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(2) G(t, s) ≥ ηtG(s, s), 0 ≤ t, s ≤ 1.

Proof. It is easy to see that (1) holds. To show that (2) holds, we distinguish four
cases:

• If t ≤ s ≤ η, then
G(t, s) = t ≥ ηts = ηtG(s, s).

• If s ≤ t and s ≤ η, then

G(t, s) = s ≥ ηts = ηtG(s, s).

• If t ≤ s and s ≥ η, then

G(t, s) =
1− s

1− η
t ≥ ηst

1− s

1− η
= ηtG(s, s).

• Finally, if η ≤ s ≤ t, then

G(t, s) = s− s− η

1− η
t ≥ s− s− η

1− η
=
η(1− s)
1− η

≥ ts
η(1− s)
1− η

= ηt
s(1− s)
1− η

= ηtG(s, s).

�

Remark 2.2. If s ≤ η and s ≥ η, then G(s, s) = s and G(s, s) = s(1−s)
1−η , respec-

tively.

For convenience, let

x(t;φ) :=

{
φ(t), −τ ≤ t ≤ 0,
x(t), 0 ≤ t ≤ 1.

Suppose that x(t) is a solution of BVP (1.2), then it can be written as

x(t) =
∫ 1

0

G(t, s)f(s, x(s), x(s− τ ;φ), xs(·;φ))ds, t ∈ I.

Let K ⊂ C0(I) be a cone defined by

K = {x ∈ C+
0 (I) : x(t) ≥ ηt‖x‖I , ∀t ∈ I}.

For each x ∈ K and t ∈ I, we have
‖xt(·;φ)‖J = sup

s∈[−τ,0]
|xt(s;φ)|

= max
{

sups∈[−τ,0] |x(t+ s)|, if t+ s ∈ I,
sups∈[−τ,0] |φ(t+ s)|, if t+ s ≤ 0

}
≤ max{‖x‖I , ‖φ‖J},

(2.1)

and
‖xt(·;φ)‖J ≥ sup

s∈[−τ,0]
{x(t+ s) : t+ s ∈ I} ≥ x(t) ≥ ηt‖x‖I . (2.2)

Define an operator Aφ : K → C0(I) as follows:

(Aφx)(t) :=
∫ 1

0

G(t, s)f(s, x(s), x(s− τ ;φ), xs(·;φ))ds, t ∈ I.

Firstly, we have the following result.

Lemma 2.3. Aφ(K) ⊂ K.
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Proof. For any x ∈ K, we observe that (Aφx)(0) = 0. By Lemma 2.1 (1), we have
(Aφx)(t) ≥ 0, t ∈ I. It follows from Lemma 2.1 (1) and (2) that

(Aφx)(t) ≥ ηt

∫ 1

0

G(s, s)f(s, x(s), x(s− τ ;φ), xs(·;φ))ds

≥ ηt‖Aφx‖I , t ∈ I.
Thus, Aφ(K) ⊂ K. �

Secondly, similar to the proof of Theorem 2.1 in [6], we get that

Lemma 2.4. Aφ : K → K is completely continuous.

We formulate some conditions for f(t, u, v, ψ) as follows which will play roles in
this paper.

(H1) lim inf
u+v+‖ψ‖J→+∞

min
t∈[0,1]

f(t, u, v, ψ)
u+ v + ‖ψ‖J

= ∞.

(H2) lim sup
u+v+‖ψ‖J→+∞

max
t∈[0,1]

f(t, u, v, ψ)
u+ v + ‖ψ‖J

= 0.

(H3) lim inf
u+v+‖ψ‖J→+∞

min
t∈[0,1]

f(t, u, v, ψ)
u+ v + ‖ψ‖J

>
1
3

π2

(η + 1)2
(1 +M),

where

M =
π2τ(η − τ) + 3π(1− η2) + πτ(η + 1) + 3(η + 1)2

πη(η + 1)
(∫ η−τ

0
t sin π

η+1 (t+ τ)dt+ 2
∫ η
0
t sin π

η+1 tdt
) .

(H4) There is a h1 > 0 such that 0 ≤ u ≤ h1, 0 ≤ v ≤ max{h1, ‖φ‖J}, 0 ≤
‖ψ‖J ≤ max{h1, ‖φ‖J}, and 0 ≤ t ≤ 1 implies

f(t, u, v, ψ) < µh1, where µ =
(∫ 1

0

G(s, s)ds
)−1

=
6

1 + η + η2
.

(H5) There is a h2 > 0 such that 1
4ηh2 ≤ u ≤ h2, ( 1

4 − τ)ηh2 ≤ v ≤ h2,
1
4ηh2 ≤ ‖ψ‖J ≤ h2, and 0 ≤ t ≤ 1 implies

f(t, u, v, ψ) > bh2, where b =

(∫ 3/4

1/4

G

(
1
2
, t

)
dt

)−1

.

In the following, we give some lemmas which will be used in this paper.

Lemma 2.5. If (H1) is satisfied, then there exist 0 < r0 <∞ such that

i(Aφ,Kr,K) = 0, r ≥ r0.

Proof. Choose L > 0 such that

η
(3
4
− τ
)
L

∫ 3/4

1/4

G
(1
2
, s
)
ds > 1.

For u, v ≥ 0 and ψ ∈ C+(J), (H1) implies that there is r1 > 0 such that

f(t, u, v, ψ) ≥ L(u+ v + ‖ψ‖J), u+ v + ‖ψ‖J ≥ r1, 0 ≤ t ≤ 1. (2.3)

Choose r0 > 4r1
3(1−4τ)η . For x ∈ ∂Kr, r ≥ r0, we have by the definition of K and

(2.2) that

x(t− τ) ≥ η(t− τ)‖x‖I ≥ η
(1
4
− τ
)
r >

1
3
r1,

1
4
≤ t ≤ 3

4
,
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‖xt(·;φ)‖J ≥ x(t) ≥ ηt‖x‖I ≥
1
4
ηr >

1
3
r1,

1
4
≤ t ≤ 3

4
.

So by (2.3), we have for such x,

(Aφx)
(1
2
)
≥
∫ 3/4

1/4

G
(1
2
, t
)
f(t, x(t), x(t− τ ;φ), xt(·;φ))dt

=
∫ 3/4

1/4

G
(1
2
, t
)
f(t, x(t), x(t− τ), xt(·;φ))dt

≥ L

∫ 3/4

1/4

G
(1
2
, t
)
[x(t) + x(t− τ) + ‖xt(·;φ)‖J ]dt

≥ η
(3
4
− τ
)
Lr

∫ 3/4

1/4

G
(1
2
, t
)
dt > r = ‖x‖I .

This shows that
‖Aφx‖I > ‖x‖I , ∀x ∈ ∂Kr.

It is obvious that Aφx 6= x for x ∈ ∂Kr. Therefore, by Lemma 1.1, we conclude
that i(Aφ,Kr,K) = 0. �

Lemma 2.6. If (H2) is satisfied, then there exists 0 < R0 <∞ such that

i(Aφ,KR,K) = 1 for R ≥ R0.

Proof. By (H2), for any 0 < ε < 1
3

( ∫ 1

0
G(s, s)ds

)−1, u, v ≥ 0 and ψ ∈ C+(J), there
exists R′ > 0 such that

f(t, u, v, ψ) ≤ ε(u+ v + ‖ψ‖J), u+ v + ‖ψ‖J ≥ R′, 0 ≤ t ≤ 1.

Putting

C := max
0≤t≤1

max
0≤u,v, u+v+‖ψ‖J≤R′

|f(t, u, v, ψ)− ε(u+ v + ‖ψ‖J)|+ 1,

then

f(t, u, v, ψ) ≤ ε(u+ v + ‖ψ‖J) + C, foru, v ≥ 0, ψ ∈ C+(J), t ∈ I. (2.4)

Choose

R0 > (C + 2ε‖φ‖J)
∫ 1

0

G(s, s)ds
/(

1− 3ε
∫ 1

0

G(s, s)ds
)
.

Let R ≥ R0 and consider a point x ∈ ∂KR. By the definition of x(t;φ), we get

x(s− τ ;φ) ≤ max{‖x‖I , ‖φ‖J}, ∀s ∈ I. (2.5)

By (2.1), (2.4) and (2.5), for x ∈ ∂KR, R ≥ R0, and t ∈ I,

(Aφx)(t) =
∫ 1

0

G(t, s)f(s, x(s), x(s− τ ;φ), xs(·;φ))ds

≤
∫ 1

0

G(s, s)f(s, x(s), x(s− τ ;φ), xs(·;φ))ds

≤
∫ 1

0

G(s, s)[ε(x(s) + x(s− τ ;φ) + ‖xs(·;φ)‖J) + C]ds

≤
∫ 1

0

G(s, s)[ε(‖x‖I + 2 max{‖x‖I , ‖φ‖J}) + C]ds
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≤
∫ 1

0

G(s, s)[ε(3‖x‖I + 2‖φ‖J) + C]ds

= 3εR
∫ 1

0

G(s, s)ds+ (C + 2ε‖φ‖J)
∫ 1

0

G(s, s)ds

< R = ‖x‖I .

Thus, ‖Aφx‖I < ‖x‖I for x ∈ ∂KR. Hence, by Lemma 1.1, i(Aφ,KR,K) = 1. �

Lemma 2.7. If (H4) is satisfied, then i(Aφ,Kh1 ,K) = 1.

Proof. Let x ∈ ∂Kh1 , then we have by (2.1) and (2.5) that

0 ≤ x(t− τ ;φ) ≤ max{h1, ‖φ‖J}, 0 ≤ t ≤ 1,

and

0 ≤ ‖xt(·;φ)‖J ≤ max{h1, ‖φ‖J}, 0 ≤ t ≤ 1.

Thus, from (H4) we obtain

(Aφx)(t) ≤
∫ 1

0

G(s, s)f(s, x(s), x(s− τ ;φ), xs(·;φ))ds

< µh1

∫ 1

0

G(s, s)ds = h1 = ‖x‖I , 0 ≤ t ≤ 1.

This shows that

‖Aφx‖I < ‖x‖I , ∀x ∈ ∂Kh1 .

Hence, Lemma 1.1 implies i(Aφ,Kh1 ,K) = 1. �

Lemma 2.8. If (H5) is satisfied, then i(Aφ,Kh2 ,K) = 0.

Proof. For x ∈ ∂Kh2 , we have

h2 = ‖x‖I ≥ x(t− τ) ≥ η(t− τ)‖x‖I ≥ η
(1
4
− τ
)
h2,

1
4
≤ t ≤ 3

4
,

and

h2 = ‖x‖I ≥ sup
s∈[−τ,0]

x(t+ s) = ‖xt(·;φ)‖J ≥ x(t) ≥ ηt‖x‖I ≥
1
4
ηh2,

for 1
4 ≤ t ≤ 3

4 . It follows from (H5) that

(Aφx)
(1
2
)
≥
∫ 3/4

1/4

G
(1
2
, t
)
f(t, x(t), x(t− τ), xt(·;φ))dt

> bh2

∫ 3/4

1/4

G
(1
2
, t
)
dt = h2 = ‖x‖I .

This shows that

‖Aφx‖I > ‖x‖I , ∀x ∈ ∂Kh2 .

Therefore, by Lemma 1.1, we conclude that i(Aφ,Kh2 ,K) = 0. �
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3. Main results

Theorem 3.1. Assume that (H3) and (H4) are satisfied, then BVP (1.2) has at
least one positive solution.

Proof. According to Lemma 2.7, we have that

i(Aφ,Kh1 ,K) = 1. (3.1)

Fix m > 1, and let g(t, u, v, ψ) = (u + v + ‖ψ‖J)m for u, v ≥ 0 and ψ ∈ C+(J).
Then g(t, u, v, ψ) satisfy (H1). Define Bφ : K → K by

(Bφx)(t) :=
∫ 1

0

G(t, s)g(s, x(s), x(s− τ ;φ), xs(·;φ))ds, t ∈ I.

Then Bφ is a completely continuous operator. One has from Lemma 2.5 that there
exists 0 < h1 < r0 <∞, such that r ≥ r0 implies

i(Bφ,Kr,K) = 0. (3.2)

Define Hφ : [0, 1] × K → K by Hφ(s, x) = (1 − s)Aφx + sBφx, then Hφ is a
completely continuous operator. By the condition (H3) and the definition of g, for
u, v ≥ 0, ψ ∈ C+(J), and t ∈ I, there are ε > 0 and r′ > r0 such that

f(t, u, v, ψ) ≥ 1
3
(λ1(1 +M) + ε)(u+ v + ‖ψ‖J), u+ v + ‖ψ‖J > r′,

g(t, u, v, ψ) ≥ 1
3
(λ1(1 +M) + ε)(u+ v + ‖ψ‖J), u+ v + ‖ψ‖J > r′,

where λ1 = π2

(η+1)2 . We define

C := max
0≤t≤1

max
0≤u,v,u+v+‖ψ‖J≤r′

|f(t, u, v, ψ)− 1
3
[λ1(1 +M) + ε](u+ v + ‖ψ‖J)|

+ max
0≤t≤1

max
0≤u,v,u+v+‖ψ‖J≤r′

|g(t, u, v, ψ)− 1
3
[λ1(1 +M) + ε](u+ v + ‖ψ‖J)|+ 1.

It follows that

f(t, u, v, ψ) ≥ 1
3
[λ1(1+M)+ε](u+v+‖ψ‖J)−C, u, v ≥ 0, ψ ∈ C+(J), t ∈ I, (3.3)

g(t, u, v, ψ) ≥ 1
3
[λ1(1+M)+ε](u+v+‖ψ‖J)−C, u, v ≥ 0, ψ ∈ C+(J), t ∈ I. (3.4)

We claim that there exists r1 ≥ r′ such that

Hφ(s, x) 6= x, ∀s ∈ [0, 1], x ∈ K, ‖x‖ ≥ r1. (3.5)

In fact, if Hφ(s1, z) = z for some z ∈ K and 0 ≤ s1 ≤ 1, then z(t) satisfies the
equation

−z′′(t) = (1− s1)f(t, z(t), z(t− τ ;φ), zt(·;φ))

+ s1g(t, z(t), z(t− τ ;φ), zt(·;φ)), 0 < t < 1,
(3.6)

and the boundary condition

z(0) = 0, z(1) = z(η). (3.7)



8 C. BAI, X. XU EJDE-2006/41

From the above condition, there exists ξ ∈ (η, 1) such that z′(ξ) = 0. Multiply-
ing left side of (3.6) by ϕ1(t) = sin π

η+1 t and then integrating from 0 to ξ, after
integrating two times by parts, we get from z′(ξ) = 0 that∫ ξ

0

−z′′(t)ϕ1(t)dt = ϕ′1(ξ)z(ξ) + λ1

∫ ξ

0

z(t)ϕ1(t)dt. (3.8)

By (3.6) and (3.7), we have that −z′′(t) ≥ 0 for each t ∈ I. Thus we obtain from
(3.6), (3.8) and (H3) that

λ1

∫ 1

0

z(t)ϕ1(t)dt ≥ λ1

∫ ξ

0

z(t)ϕ1(t)dt

=
∫ ξ

0

−z′′(t)ϕ1(t)dt− ϕ′1(ξ)z(ξ)

≥
∫ η

0

−z′′(t)ϕ1(t)dt− ‖ϕ′1‖I‖z‖I

= (1− s1)
∫ η

0

f(t, z(t), z(t− τ ;φ), zt(·;φ))ϕ1(t)dt

+ s1

∫ η

0

g(t, z(t), z(t− τ ;φ), zt(·;φ))ϕ1(t)dt−
π

η + 1
‖z‖I .

(3.9)
Combining (2.2), (3.3), (3.4) and (3.9), we get

λ1

∫ 1

0

z(t)ϕ1(t)dt

≥ 1
3
(1− s1)(λ1(1 +M) + ε)

∫ η

0

[z(t) + z(t− τ ;φ) + ‖zt(·;φ)‖J ]ϕ1(t)dt

− (1− s1)C
∫ η

0

ϕ1(t)dt

+
1
3
s1(λ1(1 +M) + ε)

∫ η

0

[z(t) + z(t− τ ;φ) + ‖zt(·;φ)‖J ]ϕ1(t)dt

− s1C

∫ η

0

ϕ1(t)dt−
π

η + 1
‖z‖I

=
1
3
(λ1(1 +M) + ε)

∫ η

0

[z(t) + z(t− τ ;φ) + ‖zt(·;φ)‖J ]ϕ1(t)dt

− C

∫ η

0

ϕ1(t)dt−
π

η + 1
‖z‖I

≥ 1
3
(λ1(1 +M) + ε)

∫ η

0

[2z(t) + z(t− τ ;φ)]ϕ1(t)dt

− C

∫ η

0

ϕ1(t)dt−
π

η + 1
‖z‖I

≥ 1
3
(λ1(1 +M) + ε)

(
2
∫ η

0

z(t)ϕ1(t)dt+
∫ η

τ

z(t− τ ;φ)ϕ1(t)dt
)

− C

∫ η

0

ϕ1(t)dt−
π

η + 1
‖z‖I
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=
1
3
(λ1(1 +M) + ε)

(
2
∫ η

0

z(t)ϕ1(t)dt+
∫ η

τ

z(t− τ)ϕ1(t)dt
)

− C

∫ η

0

ϕ1(t)dt−
π

η + 1
‖z‖I

=
1
3
(λ1(1 +M) + ε)

(
2
∫ η

0

z(t)ϕ1(t)dt+
∫ η−τ

0

z(t)ϕ1(t+ τ)dt
)

− C

∫ η

0

ϕ1(t)dt−
π

η + 1
‖z‖I ,

then we have

(λ1M + ε)
(∫ η−τ

0

z(t)ϕ1(t+ τ)dt+ 2
∫ η

0

z(t)ϕ1(t)dt
)

≤ λ1

∫ η−τ

0

z(t)[ϕ1(t)− ϕ1(t+ τ)]dt+ λ1

∫ 1

η−τ
z(t)ϕ1(t)dt

+ 2λ1

∫ 1

η

z(t)ϕ1(t)dt+ 3C
∫ η

0

ϕ1(t)dt+
3π
η + 1

‖z‖I

≤ λ1τ(η − τ)‖ϕ′1‖I‖z‖I + λ1(1− η + τ)‖ϕ1‖I‖z‖I

+ 2λ1(1− η)‖ϕ1‖I‖z‖I + 3Cη‖ϕ1‖I +
3π
η + 1

‖z‖I

= λ1

[ π

η + 1
τ(η − τ) + 3(1− η) + τ +

3(η + 1)
π

]
‖z‖I + 3Cη.

(3.10)

We also have ∫ η−τ

0

z(t)ϕ1(t+ τ)dt+ 2
∫ η

0

z(t)ϕ1(t)dt

≥ η‖z‖I
∫ η−τ

0

tϕ1(t+ τ)dt+ 2η‖z‖I
∫ η

0

tϕ1(t)dt,
(3.11)

which together with (3.10) leads to

(λ1M + ε)η
(∫ η−τ

0

tϕ1(t+ τ)dt+ 2
∫ η

0

tϕ1(t)dt
)
‖z‖I

≤ λ1

[ π

η + 1
τ(η − τ) + 3(1− η) + τ +

3(η + 1)
π

]
‖z‖I + 3Cη

= λ1
1

π(η + 1)
[
π2τ(η − τ) + 3π(1− η2) + πτ(η + 1) + 3(η + 1)2

]
‖z‖I + 3Cη;

i.e.,

‖z‖I ≤
3C

ε
( ∫ η−τ

0
tϕ1(t+ τ)dt+ 2

∫ η
0
tϕ1(t)dt

)
=

3C

ε
( ∫ η−τ

0
t sin π

η+1 (t+ τ)dt+ 2
∫ η
0
t sin π

η+1 tdt
) := r.

Let r1 = 1 + max{r′, r}. We obtain (3.5) and consequently, by (3.2) and homotopy
invariance of the fixed-point index, we have

i(Aφ,Kr1 ,K) = i(Hφ(0, ·),Kr1 ,K)

= i(Hφ(1, ·),Kr1 ,K) = i(Bφ,Kr1 ,K) = 0.
(3.12)
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Use (3.1) and (3.12) to conclude that

i(Aφ,Kr1 \Kh1 ,K) = −1.

Hence, Aφ has fixed points x∗ in Kr1 \Kh1 , which means that x∗(t) is a positive
solution of BVP (1.2) and ‖x∗‖I > h1. Thus, the proof is complete. �

By Lemmas 2.6 and 2.8, we have the following result.

Theorem 3.2. Assume that (H2) and (H5) are satisfied, then BVP (1.2) has at
least one positive solution.

Finally, we obtain from Lemmas 2.7 and 2.8 the following result.

Theorem 3.3. If (H4) and (H5) are satisfied, then BVP (1.2) has at least one
positive solution.
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