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FUNDAMENTAL SOLUTIONS AND CAUCHY PROBLEMS FOR
AN ODD-ORDER PARTIAL DIFFERENTIAL EQUATION WITH

FRACTIONAL DERIVATIVE

ARSEN PSKHU

Abstract. In this article, we construct a fundamental solution of a higher-

order equation with time-fractional derivative, give a representation for a so-

lution of the Cauchy problem, and prove the uniqueness theorem in the class
of functions satisfying an analogue of Tychonoff’s condition.

1. Introduction

We consider the equation( ∂σ
∂yσ

+ (−1)n
∂2n+1

∂x2n+1

)
u(x, y) = f(x, y), (1.1)

where σ ∈ (0, 1), and ∂σ/∂yσ stands for the fractional derivative of order σ with
respect to the variable y with starting point at y = 0.

Equation (1.1) refers to evolutionary equations with fractional derivative with
respect to the time variable. The most studied among equations of this type are
fractional diffusion and diffusion-wave equations (i.e. equations with second-order
space derivative). In this connection, we refer to [4, 12, 13, 18, 21, 22, 26, 27, 28,
33, 37, 40] which present a variety of approaches to these problems and contain
basic results on them.

Equations of the form (1.1) with an integer σ are also intensively investigated.
The main approaches to the study of higher (odd) order equations and comprehen-
sive bibliography on the problem can be found in [1, 2, 5, 6, 8, 9, 15, 16, 19, 20, 25].

Equation (1.1) with non-integer σ was considered in [3] from a probabilistic point
of view, in particular, a fundamental solution in terms of the Laplace transform
images was constructed. We also note papers [7, 29, 30, 31] in which equations in
the form (1.1) were studied in the cases n = 0 and n = 1.

It is worth pointing out that fractional differential equations arise in modern
physics and mechanics and display many effective applications. In this regard, we
refer to books [14, 23, 32, 34, 36] which provide insight into the developments of
the topic.

In this article, we construct a fundamental solution of equation (1.1) and give a
representation for a solution of the Cauchy problem, we also prove the uniqueness
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theorem in the class of functions satisfying an analogue of Tychonoff’s condition
[35].

The fractional differentiation is given by the Dzhrbashyan-Nersesyan operator
[10] (see also [28]) associated with ordered pair {α, β}, i.e.

∂σ

∂yσ
= D

{α,β}
0y = Dβ−1

0y Dα
0y, α, β ∈ (0, 1], σ = α+ β − 1, (1.2)

where Dβ−1
0y and Dα

0y are the Riemann-Liouville fractional integral and fractional
derivative, respectively, defined by the formulas [24, p. 11], [17, Sec. 2.1]

D−εty g(y) =
sign(y − t)

Γ(ε)

∫ y

t

g(s)|y − s|ε−1ds, ε > 0; D0
tyg(y) = g(y); (1.3)

Dδ
tyg(y) = signq(y − t) ∂

q

∂yq
Dδ−q
ty g(y), δ ∈ (q − 1, q], q ∈ N.

For the pairs {σ, 1} and {1, σ}, operator (1.2) coincides with the Riemann-
Liouville derivative D{σ,1}0y = Dσ

0y and with the Caputo derivative D{1,σ}0y = ∂σ0y,
respectively. Therefore, the equation under consideration covers both the special
cases of the equation with the Riemann-Liouville and Caputo derivatives.

The paper has the following structure. In Section 2, we gathered information
concerning fractional differentiation operators and the Wright function, which is
necessary for our considerations. In Section 3, we introduce a special function that
is used to represent the fundamental solution, and prove some of its properties.
We formulate the Cauchy problem and give the representation of the solution in
Section 4. Section 5 presents the uniqueness theorem for the solution in the class
of exponential growth functions.

2. Auxiliary assertions

In what follows, the symbol C denotes positive constants, which are different in
different cases, indicating in parentheses the parameters on which it can depend if
necessary: C = C(α, β, . . . ); we write arg z for the principal value of the argument,
which is taken to lie in the range (−π, π], and N0 = N ∪ {0}.

We begin by recalling some properties of fractional integrals and derivatives
([10]–[17]): ∫ y

η

h(t)D−δηt g(t) dt =
∫ y

η

g(t)D−δyt h(t) dt, δ > 0; (2.1)

Dε
ηyD

δ
ηyh(y) = Dε+δ

ηy h(y)−
p∑
j=1

|y − η|−ε−j

Γ(1− ε− j)
[Dδ−j

ηy h(y)]y=η, (2.2)

if ε ∈ R and δ ∈ (p− 1, p], p ∈ N; and

Dε
ηy

|y − η|δ−1

Γ(δ)
=
|y − η|δ−ε−1

Γ(δ − ε)
(2.3)

if ε ∈ R and δ > 0 or ε ∈ N and δ ∈ R.
From (1.2) and (2.2), it follows that

D{α,β}ηy h(y) = Dσ
ηyh(y)− |y − η|

−β

Γ(1− β)
[Dα−1

ηy h(y)]y=η. (2.4)
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The Wright function is defined by the series [38]

φ(δ, ε; z) =
∞∑
k=0

zk

k!Γ(δk + ε)
(δ > −1). (2.5)

The Wright function may be written as [39]

φ(δ, ε; z) =
1

2πi

∫
H(r,ωπ)

p−ε exp
(
p+ zp−δ

)
dp, (δ > −1), (2.6)

where H(r, ωπ) = {p : |p| = r, | arg p| ≤ ωπ} ∪ {p : |p| ≥ r, arg p = ±ωπ} is the
Hankel contour, which is traversed in the direction of non-decreasing arg p, and
ω ∈ (1/2, 1].

For the function φ(δ, ε; z), it holds the differentiation formula [38], [39]

d

dz
φ (δ, ε; z) = φ(δ, ε+ δ; z) (δ > −1). (2.7)

From the asymptotic expansion of the Wright function (see [39]), an inequality
follows:

|φ(−δ, ε; z)| ≤ C exp
(
− ν|z|

1
1−δ
)
, C = C(δ, ε, ν), (2.8)

where δ ∈ (0, 1), ε ∈ R, and

ν < (1− δ)δ
δ

1−δ cos
π − | arg z|

1− δ
, π ≥ |arg z| > 1 + δ

2
π.

In addition, the equality

lim
z→0

1
z
φ (−δ, ε; z) =

1
Γ(ε− δ)

(2.9)

holds for all integer non-positive ε. So, for δ ∈ (0, 1), ε ∈ R, x > 0, y > 0 and λ
satisfying the condition

1 + δ

2
π < | arg λ| ≤ π, (2.10)

it follows from (2.8) and (2.9) that

|yε−1φ(−δ, ε;λxy−δ)| ≤ Cx−θyε+δθ−1, θ ≥

{
0, (−ε) 6∈ N0,

−1, (−ε) ∈ N0,
(2.11)

where C = C(ε, δ, θ, λ).
Formulas (2.7) and (2.8) yield∫ ∞

0

φ (−δ, ε;λx) dx = − 1
λΓ(δ + ε)

, (2.12)

for every λ satisfying (2.10).
The following Lemma establishes the fractional differentiation formula for the

Wright function with a complex argument.

Lemma 2.1. Let δ ∈ (0, 1), ε, ν ∈ R and the inequality (2.10) hold. Then

Dν
0yy

ε−1φ
(
−δ, ε;λy−δ

)
= yε−ν−1φ

(
−δ, ε− ν;λy−δ

)
. (2.13)
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Proof. First observe that representation (2.6) yields

yε−1φ
(
−δ, ε;λy−δ

)
=

1
2πi

∫
H(r,ωπ)

p−εepy+λp
δ

dp, (2.14)

and formula (2.3) gives

Dν
0ye

py = y−νE1,1−ν(py), (2.15)

where

Eξ,η(z) =
∞∑
k=0

zk

Γ(ξk + η)

is the Mittag-Leffler function.
Combining (2.14) and (2.15) we obtain

Dν
0yy

ε−1φ
(
−δ, ε;λy−δ

)
=
y−ν

2πi

∫
H(r,ωπ)

p−εE1,1−ν(py)eλp
δ

dp

=
y−ν

2πi

∫
H(r,ωπ)

p−ε [E1,1−ν(py)− (py)νepy] eλp
δ

dp

+ yε−ν−1φ
(
−δ, ε− ν;λy−δ

)
.

(2.16)

Let us consider the integral on the right-hand side of the last equality. Set

CR = {p : |p| = R, | arg p| ≤ ωπ}, HR = {p ∈ H(r, ωπ) : |p| < R}.

It is evident that the integrand in the integral under consideration has no singulari-
ties in the domain bounded by the curves CR and HR. In addition, the asymptotic
behavior of the Mittag-Leffler function (see [11, Ch. 3], [17, §1.8]) yields

|E1,1−ν(py)− (py)νepy| ≤ C

yR
for every p ∈ CR.

Also, for ω close to 1/2 and p ∈ CR, we have

π

2
< | arg λpδ| ≤ π.

Thus, from the above it follows that∫
H(r,ωπ)

p−ε[E1,1−ν(py)− (py)νepy]eλp
δ

dp

= lim
R→∞

∫
HR

p−ε [E1,1−ν(py)− (py)νepy] eλp
δ

dp

= − lim
R→∞

∫
CR

p−ε [E1,1−ν(py)− (py)νepy] eλp
δ

dp = 0.

The last equality with (2.16) proves (2.13).
We note that for arg λ = π, formula (2.13) was proved in [29]. �
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3. Fundamental solution

We consider the function

Gµσ,n(x, y) =
yµ−1

2n+ 1
×

{∑n−1
k=0 λkφ (−γ, µ;λkxy−γ) for x < 0,

−
∑2n
k=n λkφ (−γ, µ;λkxy−γ) for x > 0.

(3.1)

Here and in what follows we use

γ =
σ

2n+ 1
, λk = e

2k−n+1
2n+1 πi. (3.2)

We also regarding the arguments and parameters of the function (3.1) have the
following ranges:

x ∈ R, y ∈ (0,∞), σ ∈ (0, 1), n ∈ N0, µ ∈ R. (3.3)

Remark 3.1. It is easy to check that the function (3.1) is real-valued. Indeed, by
(2.5), we have

q∑
k=p

λkφ (−γ, µ;λkz) =
∞∑
m=0

zm

m!Γ(µ− γm)

q∑
k=p

λm+1
k (p, q ∈ N0, p ≥ q). (3.4)

Let
ξ =

m+ 1
2n+ 1

π.

If m ≡ 2n (mod (2n+ 1)) (i.e. m = (2n+ 1)j+ 2n for some j ∈ N0) and, therefore,
e2ξi = 1, then

q∑
k=p

λm+1
k = e(1−n)ξi

q∑
k=p

e2ξki = (−1)(n−1)(m+1)(q − p+ 1). (3.5)

For e2ξi 6= 1, we have
q∑

k=p

λm+1
k = e(1−n)ξi

q∑
k=p

e2ξki =
e2ξpi − e2ξ(q+1)i

1− e2ξki
e(1−n)ξi

=
sin ξ(q − p+ 1)

sin ξ
e(p+q−n+1)ξi.

In particular, this implies
n−1∑
k=0

λm+1
k =

sin ξn
sin ξ

,

2n∑
k=n

λm+1
k = (−1)m+1 sin ξ(n+ 1)

sin ξ
= − sin ξn

sin ξ
. (3.6)

Equalities (3.4), (3.5) and (3.6) prove that the function Gµσ,n(x, y) is real-valued,
with arguments and parameters satisfying (3.3).

Remark 3.2. In the case n = 0, there are no summands in the sum that gives the
value of (3.1) for x < 0. That is Gµσ,0(x, y) = 0 for all x < 0.

Lemma 3.3. Let m ∈ N0. Then
∂m

∂xm
Gµσ,n(0−, y)− ∂m

∂xm
Gµσ,n(0+, y)

= (−1)(m+1)(n−1) yµ−γm−1

Γ (µ− γm)
×

{
1 if m ≡ 2n (mod (2n+ 1)),
0 otherwise.

(3.7)
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Proof. By (2.7) and (2.9), we have

∂m

∂xm
Gµσ,n(0−, y)− ∂m

∂xm
Gµσ,n(0+, y) =

1
2n+ 1

yµ−γm−1

Γ (µ− γm)

2n∑
k=0

λm+1
k .

From (3.5) and (3.6), it follows that
2n∑
k=0

λm+1
k =

{
(−1)(n−1)(m+1)(2n+ 1) if m ≡ 2n (mod (2n+ 1)),
0 otherwise,

This leads to (3.7). �

Lemma 3.4. Let m ∈ N0 and ν ∈ R. Then∫ ∞
−∞

Gµσ,n(x, y) dx =
yµ+γ−1

Γ (µ+ γ)
, (3.8)

Dν
0yG

µ
σ,n(x, y) = Gµ−νσ,n (x, y),

∂2n+1

∂x2n+1
Gµσ,n(x, y) = (−1)n−1Gµ−σσ,n (x, y), (3.9)(

D
{α,β}
0y + (−1)n

∂2n+1

∂x2n+1

)
Gµσ,n(x, y) = 0. (3.10)

Proof. First observe that each λk satisfy the inequalities

1 + γ

2
π < |arg(−λk)| ≤ π, k = 0, 1, . . . n− 1,

1 + γ

2
π < |arg λk| ≤ π, k = n, n+ 1, . . . 2n,

we recall that we choose the branch of arg z with the range (−π, π]. This makes it
possible to apply (2.12) to calculate the integral in (3.8),∫ ∞

−∞
Gµσ,n(x, y) dx

=
yµ−1

2n+ 1

n−1∑
k=0

λk

∫ 0

−∞
φ
(
−γ, µ;λkxy−γ

)
dx

− yµ−1

2n+ 1

2n∑
k=n

λk

∫ ∞
0

φ
(
−γ, µ;λkxy−γ

)
dx

=
yµ+γ−1

(2n+ 1)Γ(µ+ γ)

2n∑
k=0

1.

Further, the equalities in (3.9) follow from (2.7) and (2.13), and (3.10) is a conse-
quence of (3.9). �

Lemma 3.5. Let m ∈ N0. Then∣∣ ∂m
∂xm

Gµσ,n(x, y)
∣∣ ≤ C|x|−θyµ+γ(θ−m)−1, θ ≥

{
0, (−µ) 6∈ N0,

−1, (−µ) ∈ N0,
(3.11)

and C = C(σ, µ, θ,m); and

lim
z→±∞

y1−µ+γm ∂m

∂xm
Gµσ,n(x, y) exp

(
ν±|x|

1
1−γ y−

γ
1−γ

)
= 0, z = xy−γ , (3.12)
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for any ν− and ν+ such that

ν− < (1− γ) γ
γ

1−γ cos
(n− 1)π

2n+ 1− σ
, ν+ < (1− γ) γ

γ
1−γ cos

nπ

2n+ 1− σ
. (3.13)

Proof. By (2.7) and (3.1), we have∣∣ ∂m
∂xm

Gµσ,n(x, y)
∣∣

≤ Cyµ−γm−1

{
max0≤k≤n−1 |φ (−γ, µ− γm;λkxy−γ)| for x < 0,
maxn≤k≤2n |φ (−γ, µ− γm;λkxy−γ)| for x > 0.

Combining this and (2.11) we obtain (3.11). Furthermore, the equalities

min
0≤k≤n−1

cos
π − | arg(−λk)|

1− γ
= cos

(n− 1)π
2n+ 1− σ

,

min
n≤k≤2n

cos
π − | arg λk|

1− γ
= cos

nπ

2n+ 1− σ
,

and the inequality (2.8) lead to (3.12). �

Lemma 3.6. Let τ(x) ∈ C(R),

lim
x→±∞

τ(x) exp
(
− ν±|x|

1
1−γ T−

γ
1−γ

)
= 0 (3.14)

for some ν− and ν+ satisfying (3.13), and

v(x, y) =
∫ ∞
−∞

τ(s)Gα−γσ,n (x− s, y) ds.

Then

lim
y→0

Dα−1
0y v(x, y) = τ(x), x ∈ R, (3.15)(

D
{α,β}
0y + (−1)n

∂2n+1

∂x2n+1

)
v(x, y) = 0, (x, y) ∈ R× (0, T ). (3.16)

Proof. By (3.8) and (3.9), for any ε > 0, we have

Dα−1
0y v(x, y) =

(∫ x−ε

−∞
+
∫ ∞
x+ε

)
[τ(s)− τ(x)]G1−γ

σ,n (x− s, y) ds

+
∫ x+ε

x−ε
[τ(s)− τ(x)]G1−γ

σ,n (x− s, y) ds

+ τ(x)
∫ ∞
−∞

G1−γ
σ,n (x− s, y) ds

= I1 + I2 + τ(x).

Taking into account (3.12) and (3.14), we obtain

lim
y→0

I1 = 0, |I2| ≤ C(σ) sup
s∈(x−ε,x+ε)

|τ(s)− τ(x)| .

The continuity of the function τ(x) and an arbitrary choice of ε imply (3.15).
Let us prove (3.16). By (2.4), (3.9) and (3.15), we have

D
{α,β}
0y v(x, y) =

∫ ∞
−∞

τ(s)G1−β−γ
σ,n (x− s, y) ds− y−βτ(x)

Γ(1− β)
.
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From (3.7) and (3.9), it follows that

∂2n+1

∂x2n+1
v(x, y) =

∂

∂x

∫ ∞
−∞

τ(s)
∂2n

∂x2n
Gα−γσ,n (x− s, y) ds

= (−1)n−1

∫ ∞
−∞

τ(s)G1−β−γ
σ,n (x− s, y) ds+ (−1)n

y−βτ(x)
Γ(1− β)

.

Combining the last two equalities, we obtain (3.16). �

Lemma 3.7. Let f(x, y) be representable in the form f(x, y) = D−ε0y g(x, y), where
y1−δg(x, y) ∈ C(D), ε > 0, δ > 0 and ε+ δ > 1− β,

lim
x→±∞

y1−δg(x, y) exp
(
− ν±|x|

1
1−γ T−

γ
1−γ

)
= 0, (3.17)

for some ν− and ν+ satisfying (3.13), and

w(x, y) =
∫ y

0

∫ ∞
−∞

f(s, t)Gσ−γσ,n (x− s, y − t) ds dt.

Then

lim
y→0

Dα−1
0y w(x, y) = 0, x ∈ R, (3.18)(

D
{α,β}
0y + (−1)n

∂2n+1

∂x2n+1

)
w(x, y) = f(x, y), (x, y) ∈ R× (0, T ). (3.19)

Proof. The conditions imposed on the function f(x, y), and the relations (3.11) and
(3.12) imply

|w(x, y)| ≤ Cyε+δ+γ(2n+θ)−1,

where C = C(σ, θ), and θ can be chosen in [0, 1) sufficiently close to 1. Therefore,
by (2.3) and (3.2), we obtain∣∣Dα−1

0y w(x, y)
∣∣ ≤ Cyε+δ+σ 2n+θ

2n+1−α.

By the conditions imposed on ε and δ, and equality σ = α+β−1, this gives (3.18).
By (2.1), (3.7) and (3.9), we have

∂2n+1

∂x2n+1
w(x, y) =

∂

∂x

∫ y

0

∫ ∞
−∞

g(s, t)
∂2n

∂x2n
Gσ−γ+εσ,n (x− s, y − t) ds dt

= (−1)n
∫ y

0

g(x, t)
(y − t)ε−1

Γ(ε)
dt

+ (−1)n−1

∫ y

0

∫ ∞
−∞

g(s, t)Gε−γσ,n (x− s, y − t) ds dt.

(3.20)

Note that the first summand on the right-hand side of the last equality is equal to
D−ε0y g(x, y) = f(x, y). Then, taking into account (3.18), we obtain

D
{α,β}
0y w(x, y) = lim

t→y

∫ ∞
−∞

g(s, t)Gε−γ+1
σ,n (x− s, y − t) ds

+
∫ y

0

∫ ∞
−∞

g(s, t)Gε−γσ,n (x− s, y − t) ds dt.

It follows from (3.11) that the first summand equals 0. Combining this with (3.20),
we obtain (3.19). �
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Remark 3.8. For n = 0, it suffices to require convergence of the corresponding
limits in (3.14) and (3.17) only for x→ −∞, because Gµσ,0(x, y) = 0 for x < 0 (see
Remark 3.2).

The properties of the function Gµσ,n (in particular, formula (3.10), Lemmas 3.6
and 3.7) proved above imply that the function

Γσ,n(x, y; s, t) = Gσ−γσ,n (x− s, y − t) (3.21)

is a fundamental solution of equation (1.1).

4. Cauchy problem

Let D = R × (0, T ) and D0 = R × [0, T ). A function u(x, y) is called a regular
solution of equation (1.1) in the domain D if u(x, y) has continuous derivatives
with respect to x till the order 2n + 1 in D, y1−µu(x, y) ∈ C(D0) for some µ > 0,
Dα−1

0y u(x, y) ∈ C(D0), Dα−1
0y u(x, y) is absolutely continuous as a function of the

variable y in the half-closed interval [0, T ) for every fixed x ∈ R, and u(x, y) satisfies
(1.1) for all (x, y) ∈ D. We pose the Cauchy problem:

find a regular solution of equation (1.1) in the domain D such that

lim
y→0

Dα−1
0y u(x, y) = τ(x), x ∈ R, (4.1)

where τ(x) is a given function.

Theorem 4.1. Let the functions τ(x) and f(x, y) satisfy the conditions of Lemmas
3.6 and 3.7. Then the function

u(x, y) =
∫ ∞
−∞

τ(s)Dβ−1
0y Γσ,n(x, y; s, 0) ds+

∫ y

0

∫ ∞
−∞

f(s, t)Γσ,n(x, y; s, t) ds dt

is a regular solution of equation (1.1) and satisfies the condition (4.1).

Proof. By (3.9) and (3.21), the statement of the theorem is a consequence of Lem-
mas 3.6 and 3.7. �

5. Uniqueness

Here we prove the uniqueness theorem for the problem (1.1), (4.1) in the class
of fast-growing functions satisfying an analogue of Tychonoff’s condition [35].

Theorem 5.1. There is at most one regular solution of problem (1.1), (4.1) in the
class of functions that satisfy the condition

lim
|x|→∞

y1−δu(x, y) exp
(
−ν|x|

1
1−γ

)
= 0, (5.1)

for some positive constants δ and ν.

Proof. We consider the function

Wµ,r(x, y) = Gµσ,n(x, y)hr(x),

where

hr(x) =


1 if x ∈ (−r, r),

(4n+3)!
[(2n+1)!]2

∫ r+1

|x| (z − r)2n+1(r + 1− z)2n+1dz if |x| ∈ [r, r + 1),

0 otherwise.
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It is obvious that

hr(x) ∈ C2n+1(R); 0 ≤ hr(x) ≤ 1; |h(k)
r (x)| ≤ const.; (5.2)

h(k)
r (x) = 0, for |x| 6∈ (r, r + 1); k = 1, 2, . . . , 2n+ 1. (5.3)

Put

L =
(
D
{α,β}
0t + (−1)n

∂2n+1

∂s2n+1

)
, L∗ =

(
D
{β,α}
yt − (−1)n

∂2n+1

∂s2n+1

)
.

Let u(x, y) be a regular solution of the homogeneous problem (1.1), (4.1) (i.e.
τ(x) ≡ 0 and f(x, y) ≡ 0) satisfying condition (5.1). Moreover, let (x, y) be a fixed
point in R× (0, T0), where

T0 = min
{
T, γ

(1− γ
ν

cos
πn

2n+ 1− σ

) 1
γ−1}

,

and µ, ε and r are positive numbers such that r > |x| + ε and µ > 2nγ. By the
formulas (2.1), (3.9) and (3.10), and the relation

Wµ,r(x− s, y − t)
∂2n+1

∂s2n+1
u(s, t) + u(s, t)

∂2n+1

∂s2n+1
Wµ,r(x− s, y − t)

=
∂

∂s

2n∑
k=0

(−1)k
∂k

∂sk
Wµ,r(x− s, y − t)

∂2n−k

∂s2n−k
u(s, t),

we obtain

0 =
∫ y

0

(∫ x−ε

−∞
+
∫ ∞
x+ε

)
Wµ,r(x− s, y − t)Lu(s, t) ds dt

=
∫ y

0

(∫ x−ε

−∞
+
∫ ∞
x+ε

)
u(s, t)L∗Wµ,r(x− s, y − t) ds dt

+
∫ y

0

2n∑
k=0

(−1)n+k
[ ∂k
∂sk

Wµ,r(x− s, y − t)
∂2n−k

∂s2n−k
u(s, t)

]s=x−ε
s=x+ε

dt

= I1 + I2,

(5.4)

where

I1 =
∫ y

0

(∫ x−ε

−∞
+
∫ ∞
x+ε

)
u(s, t)L∗Wµ,r(x− s, y − t) ds dt,

I2 =
∫ y

0

2n∑
k=0

(−1)n+k
[ ∂k
∂sk

Wµ,r(x− s, y − t)
∂2n−k

∂s2n−k
u(s, t)

]s=x−ε
s=x+ε

dt.

It follows from (3.10) that

L∗Wµ,r(x− s, y − t)

= (−1)n−1
2n∑
k=0

(2n+ 1)!
k!(2n− k + 1)!

∂k

∂sk
Gµσ,n(x− s, y − t) ∂

2n−k+1

∂s2n−k+1
hr(x− s).

Combining this with (5.2) and (5.3), we have

|I1| ≤ C
∫ y

0

(∫ r

−r−1

+
∫ r+1

r

)
|u(s, t)|

2n∑
k=0

∣∣ ∂k
∂sk

Gµσ,n(x− s, y − t)
∣∣ ds dt.
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By (3.12) and (5.1), the last inequality implies limr→∞ I1 = 0. Further, by Lemma
3.3 and the definition (1.3), we obtain

lim
ε→0

I2 = −D2γn−µ
0y u(x, y).

Thus, letting ε→ 0 and r →∞ in (5.4), we obtain

D2γn−µ
0y u(x, y) = 0.

Since 2γn− µ < 0, this implies u(x, y) ≡ 0 for all (x, y) ∈ R× (0, T0).
Let us now prove that u(x, y) = 0 for any y > 0. Suppose the contrary, and put

y0 = inf{y : u(x, y) 6= 0 for some x ∈ R}. It is obvious that y0 ≥ T0. Consider
the function ũ(x, y) = u(x, y + y0). For every positive ε, our assumption and the
definition of y0 enables us to find a number x ∈ R such that

ũ(x, ε) 6= 0. (5.5)

The equalities

D
{α,β}
0,y+y0

u(x, y) = D
{α,β}
0y ũ(x, y), lim

y→0
Dα−1

0y ũ(x, y) = 0

imply that the function ũ(x, y) is a solution of the homogeneous equation (1.1) and
satisfies the null initial condition (4.1). By the above, this means that ũ(x, y) = 0
at least for y ∈ (0, T0). This contradicts (5.5). Hence, u(x, y) = 0 for all x ∈ R and
y > 0. �
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[20] Aimé Lachal; A Survey on the Pseudo-process Driven by the High-order Heat-type Equation

∂u
∂t

= ± ∂Nu
∂xN

Concerning the Hitting and Sojourn Times, Methodol. Comput. Appl. Probab.,

14 (2012), 549–566.

[21] Yu. Luchko; Initial-boundary-value problems for the one-dimensional time-fractional diffu-
sion equation, Fract. Calc. Appl. Anal., 15:1 (2012), 141–160.

[22] F. Mainardi; The fundamental solutions for the fractional diffusion-wave equation, Appl.

Math. Lett., 9:6 (1996), 23–28.
[23] F. Mainardi; Fractional Calculus and Waves in Linear Viscoelasticity: An Introduction to

Mathematical Models, World Scientific, Singapore, 2010.
[24] A. M. Nakhushev; Fractional calculus and its applications, Fizmatlit, Moscow, 2003.

[25] Enzo Orsingher, Mirko D’Ovidio; Probabilistic representation of fundamental solutions to
∂u
∂t

= κm
∂mu
∂xm

, Electron. Commun. Probab., 17:1885 (2012), 1–12.

[26] A. V. Pskhu; Solution of the first boundary value problem for a fractional-order diffusion

equation, Differ. Equ., 39:9 (2003), 1359–1363.
[27] A. V. Pskhu; Solution of boundary value problems for the fractional diffusion equation by the

Green function method, Differ. Equ., 39:10 (2003), 1509–1513.
[28] A. V. Pskhu; The fundamental solution of a diffusion-wave equation of fractional order, Izv.

Math., 73:2 (2009), 351–392.

[29] A. V. Pskhu; Solution of a Boundary Value Problem for a Fractional Partial Differential
Equation, Differ. Equ., 39:8 (2003), 1150–1158.

[30] A. V. Pskhu; On a Boundary Value Problem for a Fractional Partial Differential Equation

in a Domain with Curvilinear Boundary, Differ. Equ., 51:8 (2015), 1072–1078.
[31] A. V. Pskhu; Fundamental solution for third-order equation with fractional derivative Uzbek

Mathematical Journal, 4 (2017), 119–127.

[32] J. Sabatier, O. P. Agrawal and J. A. Tenreiro Machado (eds); Advances in Fractional Cal-
culus: Theoretical Developments and Applications in Physics and Engineering, Springer,

Dordrecht, 2007.
[33] W. R. Schneider, W. Wyss; Fractional diffusion and wave equations, J. Math. Phys., 30:1

(1989), 134–144.
[34] V. E. Tarasov; Fractional Dynamics: Application of Fractional Calculus to Dynamics of

Particles, Fields and Media, Higher Education Press, Beijing and Springer-Verlag, Berlin

Heidelberg, 2010.
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