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Nonlinear perturbations of systems of partial

differential equations with constant coefficients ∗

C. J. Vanegas

Abstract

In this article, we show the existence of solutions to boundary-value
problems, consisting of nonlinear systems of partial differential equations
with constant coefficients. For this purpose, we use the right inverse of
an associated operator and a fix point argument. As illustrations, we
apply this method to Helmholtz equations and to second order systems of
elliptic equations.

1 Introduction

Let G ⊂ Rn be a bounded region with smooth boundary, and let (B(G), ‖.‖)
be a Banach space of functions defined on G. For each natural number n, let
Bn(G) denote the space of functions f satisfying Dmf ∈ B(G) for all multi-
index m with |m| ≤ n. Then under the norm ‖f‖n = max|m|≤n ‖D

mf‖, the
space Bn(G) becomes a Banach space.
We consider the system

D0ω = f(x, ω,
∂ω

∂x1
, . . . ,

∂ω

∂xn
) in G , (1)

where D0 is a linear differential operator of first order with respect to the real
variables x1, . . . , xn, the vector x has components (x1, . . . , xn), and the unknown
ω
and the right-hand side f are vectors of m components, with m ≥ n. To

this system of differential equations, we add the boundary condition

Aw = g on ∂G , (2)

where g is a given m-dimensional vector-valued function that belongs to the
Banach space B1(∂G). The operator A is chosen so that (2) leads to a well-
posed problem on B1(G) ∩ kerD0.
For finding a solution to this nonlinear problem, we use a right inverse of the

operatorD0 and a fix point argument [9, 8]. First, we construct the right inverse
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for a first order differential operator of constant coefficients. Then using that
the operator D0, in its matrix form, commutes with the elements of the formal
adjoint matrix, we obtain the right inverse. In fact, we obtain a formal algebraic
inversion through the associated operators determinant and adjoint matrix of
D0. In the last section of this article, we describe a natural generalization to
high order systems, and show two applications of this method.

2 The Right Inverse of D0.

The operator D0 in (1) is represented in a matrix form as

D0 =



D11 . . . D1m
...
Dm1 · · · Dmm


 ,

where Dij is the differential operator of first order with respect to the real
variables x1 . . . xn.

The determinant ofD0 is computed formally, and is a scalar linear differential
operator with constant coefficients. Note that detD0 maps the space B

m(G)
into the space B(G). As a general hypothesis, we assume that the differential
operator detD0 possesses a continuous right inverse:

TdetD0 : B(G)→ B
m(G) (3)

which is an operator that improves the differentiability of functions in B(G) by
m orders.

The adjoint matrix associated with D0, in algebraic sense, is computed for-
mally, resulting a linear matrix differential operator, denotes by adjD0, with
constant coefficients and of order m − 1 respect to the real variables x1 . . . xn,
i.e., m− 1 is the order of the highest derivative that appears in the coefficients
of the matrix. We observe that adjD0 maps the space B

m(G) into the space
B1(G). Under the assumptions above, we obtain the following result.

Theorem 2.1 The differential operator

adjD0(TdetD0) : B(G)→ B
1(G)

is a right inverse operator for D0.

Proof. Note that D0 adjD0 = detD0I, which is satisfied due to the fact that
D0 is a differential operator with constant coefficients. From this remark and
(3) the proof follows. �
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3 First-Order Nonlinear Systems

We define the fitting operator

Ω : B1(∂G)→ B1(G) ∩ kerD0

by the relation
A(Ωφ) = A(φ) for each φ ∈ B1(∂G). (4)

i.e., to each φ ∈ B1(∂G) we associate the unique B1(G)-solution to (4) in kerD0.

Theorem 3.1 The boundary-value problem (1)-(2) is equivalent to the fixed
point problem for the operator

T (ω, h1, . . . , hn) = (W,H1, . . . , Hn) , (5)

where

W = Ωg + (I − Ω) adjD0(TdetD0I)f(x, ω, h1, . . . , hn) (6)

Hj =
∂
∂xj
(Ωg + (I − Ω) adjD0(TdetD0I))f(x, ω, h1, . . . , hn), (7)

with j = 1, . . . , n.

Proof. Let ω ∈ B1(G) be a solution to (1)-(2). To the function

Ψ = w − adjD0(TdetD0I)f(x, ω,
∂ω

∂x1
, . . . ,

∂ω

∂xn
) (8)

we apply the operator D0 to obtain

D0Ψ = D0ω −D0 adjD0(TdetD0I)f(x, ω,
∂ω

∂x1
, . . . ,

∂ω

∂xn
) = 0 .

Thus, Ψ ∈ kerD0. To Ψ we apply the operator A and obtain

AΨ = Aω −A adjD0(TdetD0I)f(x, ω,
∂ω

∂x1
, . . . ,

∂ω

∂xn
)

= g −A adjD0(TdetD0I)f(x, ω,
∂ω

∂x1
, . . . ,

∂ω

∂xn
) .

According to the definition of the operator Ω, we have

Ψ = Ωg − ΩadjD0(TdetD0I)f(x, ω,
∂ω

∂x1
, . . . ,

∂ω

∂xn
) .

Substituting this expression in (8) and differentiating with respect to xj , we
conclude that (ω, ∂ω∂x1 , . . . ,

∂ω
∂xn
) is a fixed point of (5).

On the other hand if (ω, h1, . . . , hn) is a fixed point of (5), we can carry out
the differentiation of (6) with respect to xj for each j = 1, . . . , n. Because ω is
in B1(G), we obtain

∂w

∂xj
=
∂

∂xj
(Ωg + (I − Ω) adjD0(TdetD0I))f(x, ω, h1, . . . , hn) .
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Comparing these equations with (7), it follows that ∂ω
∂xj
= hj for j = 1, . . . , n.

Substituting these equations in (6) and then applying the operatorD0 we obtain
D0ω = f(x, ω,

∂ω
∂x1
, . . . , ∂ω

∂xn
). Applying Ω to (6) we conclude that

Ωω = ΩΩg +Ω(I − Ω) adjD0(TdetD0I)f(x, ω, h1, . . . , hn) = Ωg .

By the definition of the operator Ω, it follows that A(ω) = g, and hence, ω is a
solution of (1)-(2). �

Consider the polycylinder

M = {(ω, h1, . . . , hn) ∈
n+1∏
i=1

B(G) : ‖ω − ω0‖ ≤ a0,

‖hj − hj0‖ ≤ aj , j = 1, . . . , n}

where ω0 ∈ B1(G) and hj0 ∈ B(G) are taken as the coordinates of the poly-
cylinder mid-point, and a0, a1, . . . , an are positive real numbers.
From the definition of the operators TdetD0 , adjD0, and Ω, it follows that

the operators

(I − Ω) adjD0(TdetD0I) : B(G)→ B(G) and (9)
∂
∂xj
(I − Ω) adjD0(TdetD0I) : B(G)→ B(G) (10)

are continuous and hence bounded. Therefore, for all (ω, h1, . . . , hn) ∈ M we
have

‖W − ω0‖ = ‖Ωg + (I − Ω) adjD0(TdetD0I)f(x, ω, h1, . . . , hn)− ω0‖

= ‖(I − Ω) adjD0(TdetD0I)[f(x, ω, h1, . . . , hn)−D0ω0]

+(I − Ω) adjD0(TdetD0I)D0ω0 +Ωg − ω0‖

≤ ‖(I − Ω) adjD0(TdetD0I)‖‖f(x, ω, h1, . . . , hn)−D0ω0‖+K0

and

‖Hj − hj0‖

= ‖
∂

∂xj
[Ωg + (I − Ω) adjD0(TdetD0I)]f(x, ω, h1, . . . , hn)− hj0‖

≤ ‖
∂

∂xj
(I − Ω) adjD0(TdetD0I)‖‖f(x, ω, h1, . . . , hn)−D0ω0‖+Kj ,

where

K0 = ‖(I − Ω) adjD0(TdetD0I)D0ω0 +Ωg − ω0‖

Kj = ‖
∂
∂xj
(I − Ω) adjD0(TdetD0I)D0ω0 +

∂
∂xj
Ωg − hj0‖,

for j = 1, . . . , n.
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For a positive real number R and j = 1, 2, . . . n, we set

a0 = ‖(I − Ω) adjD0(TdetD0I)‖R+K0

aj = ‖
∂

∂xj
(I − Ω) adjD0(TdetD0I)‖R+Kj .

For the rest of this article, we will denote by MR the polycylinder M with the
parameters a0, a1, . . . , an as defined above.

Theorem 3.2 Let R be a positive real number such that f maps the polycylinder
MR into B(G) and satisfies the growth condition

‖f(x, ω, h1, . . . , hn)−D0ω0‖ ≤ R, ∀ (ω, h1, . . . , hn) ∈MR .

Then the operator T maps continuously the polycylinder MR into itself.

Proof. Let (ω, h1, . . . , hn) be an element in MR and (W,H1, . . . , Hn) its im-
age under T . Since (ω, h1, . . . , hn) ∈ MR, by the definitions of the opera-
tors TdetD0 , adjD0 and Ω, it follows that W ∈ B1(G) ⊂ B(G). Since ∂

∂xj
:

B1(G) → B(G), it follows that Hj ∈ B(G) for all j = 1, . . . , n. Therefore,

T :MR →
∏n+1
i=1 B(G). That (W,H1, . . . , Hn) is inMR follows from the bound-

edness of the operators (9)-(10), the hypotheses on f , and the definition ofMR.
�

Theorem 3.3 Suppose f maps the polycylinder MR into the space B(G), and
that f is Lipschitz continuous with constant L satisfying

L < min{‖(I − Ω) adjD0(TdetD0I)‖
−1, ‖

∂

∂xj
(I − Ω) adjD0(TdetD0I)‖

−1},

for j = 1, . . . , n. Then T is a contraction.

Proof. Let (ω, h1, . . . , hn), (ω
′, h′1, . . . , h

′
n) be elements of MR, and

(W,H1, . . . , Hn), (W
′, H ′1, . . . , H

′
n) be their images under T . Since the operators

(9) and (10) are bounded and f is Lipschitz with constant L, it follows that

‖W −W ′‖ ≤ ‖(I − Ω) adjD0(TdetD0I)‖L‖(ω, h1, . . . , hn)− (ω
′, h′1, . . . , h

′
n)‖

≤ ‖(ω, h1, . . . , hn)− (ω
′, h′1, . . . , h

′
n)‖ .

Similarly,
‖Hj −H

′
j‖ ≤ ‖(ω, h1, . . . , hn)− (ω

′, h′1, . . . , h
′
n)‖

for j = 1, . . . , n. Therefore, T is a contraction. �
With the aid of Theorems 3.1, 3.2 and 3.3, we obtain existence and unique-

ness of a solution for Problem (1)-(2).

Theorem 3.4 Suppose that f satisfies the hypotheses of Theorems 3.2 and 3.3.
Then Problem (1)-(2) possesses exactly one solution in the polycylinder MR.



6 Nonlinear perturbations EJDE–2000/05

Proof. By definitionMR is a closed subset in the space B(G). Applying Theo-
rems 3.2 and 3.3, we realize that T maps MR into itself, and it is a contraction;
therefore, according to the Fixed Point Theorem there exists a unique fixed
point in MR. As a consequence of Theorem 3.1 this fixed point is a solution to
Problem (1)-(2). �

4 High-Order Systems

In this section we apply the method developed in the above section to high-order
equations. Consider the system of differential equations

D0ω = f(x, D
rω) (11)

where Dr is a differential operator of order r, and D0 is a linear differential
operator of order r. The unknown ω and the right-hand side f are vector-valued
functions of m components, with m ≥ n.
We will assume that the associated differential operator detD0 has a con-

tinuous right inverse, TdetD0 : B(G)→ B
rm(G).

To system (11) we add the boundary condition

Aω = g on ∂G , (12)

where g is a vector-valued function withm components in Br(∂G). The operator
A is chosen so that (12) becomes a well-posed problem on Br(G) ∩ kerD0.
We define the fitting operator Ω : Br(∂G)→ Br(G)∩ kerD0 as follows: For
each function φ ∈ Br(∂G), Ω(φ) is the unique Br(G)-solution in kerD0 to

the equation A(Ω(φ)) = A(φ).
The results established in section 3 are also valid for systems of order r > 1.

However, (6) and (7) need to be increased to include equations corresponding
to the higher-order derivatives. We will analyze the case when D0 is a diagonal
operator. Let D0 be a linear differential operator of order r, which can be
represented as D0 = PI, where P is a linear differential operator of order r
with a continuous right inverse TP : B(G) → Br(G). Let us assume that
the operator TP satisfies homogeneous boundary condition A(TPφ) = 0 for all
φ ∈ B(G); thus the identity (I −Ω) adjD0(TdetD0I) = TP I holds. Under these
conditions, the equivalent system (6)-(7) can be simplified. Furthermore, we
need only the continuity TP for homogeneous conditions, and an estimate on Ω
for non-homogeneous conditions. As a consequence of this we have the following
result

Theorem 4.1 Suppose that

D0ω = PIω = f̃ (13)

A(ω) = 0 (14)

is a well-posed problem in the sense of

TP : B(G)→ B
r(G), (15)
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where f̃ is a vector-valued function of dimension m, depending only on the
coordinates x1, . . . , xn.

If the right-hand side in (11) satisfies a certain growth condition, and is
Lipschitz with a constant sufficiently small, then Problem (11)-(12) is well-posed
in the sense of (15).

5 Examples.

Example 1: Helmholtz type equations.

Let G = G1 × G2 be a bounded simply connected region in R3 with smooth
boundary ∂G. Here G1 is the region containing the component x1, and G2 is
the region containing the components x2 and x3.

On the domain G, we consider the system

D0ω = f(x, ω,
∂ω1

∂x2
,
∂ω1

∂x3
,
∂ω2

∂x1
,
∂ω2

∂x3
,
∂ω3

∂x1
,
∂ω3

∂x2
), (16)

where x = (x1, x2, x3) is a vector in R
3, ω = (ω1, ω2, ω3) and f = (f1, f2, f3) are

vector-valued functions, and the right-hand side f does not dependent on ∂ωi
∂xi
,

i = 1, 2, 3.

For λ > 0, let

D0 =




λ − ∂
∂x3

∂
∂x2

∂
∂x3

λ − ∂
∂x1

− ∂
∂x2

∂
∂x1

λ


 .

From (16) it follows that for i 6= j,

curlω + λω =



f1(x, ω,

∂ω1
∂x2
, . . . , ∂ωi

∂xj
, . . .)

f2(x, ω,
∂ω1
∂x2
, . . . , ∂ωi∂xj , . . .)

f3(x, ω,
∂ω1
∂x2
, . . . , ∂ωi∂xj , . . .)


 .

To the system (16) we add the Dirichlet boundary condition

ω1 = g1 on ∂G (17)

ω2 = g2 on ∂G1 × ∂G2 ,

where g1 and g2 are given real-valued functions in the space of α-Hölder con-
tinuous and differentiable functions C1,α. We look for solutions to Problem
(16)-(17) in the space of α-Hölder continuous functions Cα(G).

After some calculations, we obtain detD0 = λ(λ
2 + ∆), where ∆ denotes

the Laplace operator, and λ2 is not an eigenvalue for the Helmholtz operator
∆ + λ2. Therefore, this operator possesses a continuous right inverse T∆+λ2 :
Cα(G)→ Cα,2(G).
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Similarly, we obtain the associated adjoint matrix

adjD0 =




λ2 + ∂2

∂x21

∂2

∂x2∂x1
+ λ ∂

∂x3
∂2

∂x1∂x3
− λ ∂

∂x2
∂2

∂x1∂x2
− λ ∂

∂x3
λ2 + ∂2

∂x22

∂2

∂x2∂x3
+ λ ∂

∂x1
∂2

∂x3∂x1
+ λ ∂

∂x2
∂2

∂x3∂x2
− λ ∂

∂x1
λ2 + ∂2

∂x23


 .

Note that the operator T∆+λ2I improves the differentiability properties of a
function by two, not by three orders. The operator adjD0 decreases the differ-
entiability properties by two orders only in the ii components with respect to
xi. However, it was assumed that the derivatives

∂ωi
∂xi
, i = 1, 2, 3 do not appear

in the right-hand side f of (16). Therefore, adjD0(T∆+λ2I) improves the prop-
erties of differentiability by one order, and we can consider all the equations
except those associated with ∂ωi

∂xi
, i = 1, 2, 3 in Problem (6)-(7).

Now, we study the kernel of D0. Let (ω1, ω2, ω3) be a solution of the homo-
geneous problem

D0ω = 0 . (18)

When we apply the operator adjD0 on the left in the above equation, it follows
that (∆ + λ2)ωi = 0 for i = 1, 2, 3. Due to (18), the three components are
linearly dependent. Therefore, we will assume w1 as an arbitrary given function
which satisfies the equation (λ2 +∆)w1 = 0 and is also defined on ∂G.
In view of (18), we obtain

λw1 −
∂ω2

∂x3
+
∂ω3

∂x2
= 0

∂ω1

∂x3
+ λw2 −

∂ω3

∂x1
= 0 (19)

−
∂ω1

∂x2
+
∂ω2

∂x1
+ λw3 = 0 .

When we differentiate the first equation respect to x1, the second respect to
x2, and the third respect to x3, after summing the results, we have

∂ω1

∂x1
+
∂ω2

∂x2
+
∂ω3

∂x3
= 0 . (20)

Using (19) and (20) we have, in matrix form,

D1

(
w2
w3

)
=

(
−∂ω1
∂x1
−λw1

)
(21)

and

D2

(
w2
w3

)
=

(
−∂ω1
∂x3
∂ω1
∂x2

)
(22)

where

D1 =

(
∂
∂x2

∂
∂x3

− ∂
∂x3

∂
∂x2

)
and D2 =

(
λ − ∂

∂x1
∂
∂x1

λ

)
.
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Since detD1 =
∂2

∂x22
+ ∂2

∂x23
and detD2 = λ

2+ ∂2

∂x21
, we can assume the existence of

right inverse operators for D1 and D2. Since (λ
2 +∆)w1 = 0, the integrability

condition

D2

(
−∂ω1∂x1
−λw1

)
= D1

(
−∂ω1
∂x3
∂ω1
∂x2

)

is fulfilled for the system (21)-(22). Put w = w2 + iw3 and z = x2 − ix3. Then
from (21), we obtain the non-homogeneous Cauchy-Riemann System

∂ω

∂z̄
= F (ω1,

∂ω1

∂x1
), (23)

where F is known. Thus w can be uniquely determined up to a holomorphic
function in z. Since ω satisfies D2ω = 0, we apply the operator adjD2 on the
left to this equation, and obtain

(λ2 +
∂2

∂x21
)Iw = 0 . (24)

From (24) it follows that (λ2 + ∂2

∂x21
)w2 = 0 and (λ

2 + ∂2

∂x21
)w3 = 0. When we

prescribe the boundary values on ∂G1×∂G2, w2 becomes a uniquely determined
function. Finally from the last equation in (19), we obtain w3 =

1
λ(
∂ω1
∂x2
− ∂ω2∂x1 ),

and we cannot require additional values for w3.
Since this is a well-posed problem, it follows that (17) is well formulated.

Therefore, applying the theory developed in section 3, we assure the existence
of an unique solution for Problem (16)-(17).

Example 2: A second order elliptic operator.

Let G be a bounded simply connected region in Rn with boundary sufficiently
smooth. Consider the system

D0ω = f(x,D
2ω) in G , (25)

where D2 is a second-order differential operator, not necessarily linear, and
D0 is a linear differential operator of second order. The unknown ω and the
right-hand side f are vectors of m components.
We assume that D0 is a diagonal operator of the form D0 = PI, where

P is an elliptic differential operator of second order with constant coefficients,

P =
∑n
i,j=1 ai,j

∂2

∂xi∂xj
. In addition to (25) we impose the Dirichlet boundary

condition
ω = g on ∂G, (26)

where g is a given vector-valuedm-dimensional function belonging to C2,α(∂G).
Then we look for a solution to (25)-(26) in the space Cα(Ḡ).
It is known that the operator P possesses a continuous right inverse [7],

TP : C
α(Ḡ) → C2,α(Ḡ), which satisfies A(TPφ) = 0 for all φ ∈ Cα(Ḡ). Since

detD0 = P
m, there is a continuous right inverse operator TdetD0 = TPm :

B(G)→ B2m(G). We conclude by observing that now all the theory developed
in sections 3 and 4 can be applied to this problem.
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