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POSITIVE SOLUTIONS OF A BOUNDARY-VALUE
PROBLEM FOR SECOND ORDER
ORDINARY DIFFERENTIAL EQUATIONS

G. L. KARAKOSTAS & P. CH. TSAMATOS

ABSTRACT. The existence of positive solutions of a two-point boundary value prob-
lem for a second order differential equation is investigated. By using indices of con-
vergence of the nonlinearities at 0 and at +o00, we provide a priori upper and lower
bounds for the slope of the solutions.

1. INTRODUCTION

We show that some boundary value problems governed by a second order or-
dinary differential equation admits solutions with slope in a known pre-specified
region of the positive axis.

Recently an increasing interest has been observed in investigating the existence of
positive solutions of boundary value problems. This interest comes from situations
involving nonlinear elliptic problems in annular regions; see, e.g. [2,3,7,8]. But this
is not the origin. Krasnoselskii [10] already in 1964 published his book on positive
solutions of abstract operator equations, where (among others) several fixed point
methods were also developed.

Here, motivated mainly by the works [1,4,5,6,9] and especially from [11], we
study an equation of the form

x' +sign(l — a)q(t) f(z,z" )z’ =0, a.a. on [0,1] (1.1)

with one of the two sets of boundary conditions (1.2) or (1.3)

(1)

z' ax'(0) (1.2)
z(1) =0, /(1)

az'(0), (1.3)

where a > 0 with a # 1. We show that under rather mild conditions on the
functions ¢ and f the problem (1.1, 1.2) admits a solution z satisfying

Mt <z(t) < Nt, tel, (1.4)
and problem (1.1, 1.3) admits a solution z satisfying
M1 —t)<z(t)<N(1-t), tel, (1.5)
1991 Mathematics Subject Classifications: 34K10.
Key words: Positive solutions, Nonlinear boundary-value problems.

(©2000 Southwest Texas State University and University of North Texas.
Submitted February 16, 2000. Published June 23, 2000.

1



2 G. L. Karakostas & P. Ch. Tsamatos EJDE-2000/49

where M and N are pre-specified positive constants. Our arguments for establishing
the existence of solutions of these problems involve concavity properties of solutions
that are used to construct a cone on which a positive integral operator is defined.
Then a fixed point theorem, due to Krasnoselskii [10] mentioned above, is applied
to yield the existence of positive solutions.

To organize our results in this work we introduce the meaning of the so called
index of convergence of a function at a point which resembles the generalized inverse
of the modulus of convergence (analogous to the modulus of continuity). By using
indices of convergence of the function f at 0 and at +o0o we are able to give a priori
bounds for the slope of the solutions obtained for the problems (1.1, 1.2) and (1.1,
1.3).

2. THE INDEX OF CONVERGENCE AND THE MAIN RESULTS

In the sequel we shall denote by I the interval [0,1] of the real line R. Also
C3(I) will stand for the space of all functions = : I — R such that z(0) = 0 and 2’
is absolutely continuous on I. Here 2/(0) and 2’(1) mean one-sided derivatives. We
furnish the set C§(I) with the norm

||| := sup{|z’(¢)| : t € I}.

Then C(I) is a (real) Banach space. We shall denote by B(0,r) the open ball in
C3(I) centered at 0 and having radius r > 0. Then dB(0,r) and cl B(0,r) will
denote the boundary and the closure of B(0,7) respectively.

Before proceeding to our problem we want to define an auxiliary concept needed
in the sequel.

Let X and Y be metric spaces with metrics p,, p, respectively and let S be
a nonempty set. Let also h(-,-) : X x S — Y be a function such that for some
e’ € X the limit lim,_,. h(e,0) =: (o) exists for each o € S. This means that to
any o € S and € > 0 there corresponds a d(e,0) > 0 such that p, (e,e’) < (¢, 0)
implies p, (h(e,0),l(0)) < e. If ad > 0 exists not depending on ¢ € S, then we
have uniform convergence in o. It is clear that the set of all such §’s (for fixed €) is
a closed subset of the interval (0, +00]. We introduce the following simple meaning:
For a given ¢ > 0 the index of uniform convergence of h at e to [l is the function
defined by

A(e e l) :=sup{d > 0:p,(e';e) <0 = p,(h(',0),l(c)) <¢, forall o € S}.

If h(e,o0) does not depend on o we call A(+;-,-) simply indez of convergence. It is
clear that A(+; e, ) is an increasing function taking values in the interval (0, +00] and
it has the property that whenever p, (¢/,e) < A(+;e,1), then p, (h(e’,0),l(0)) <,
for all ¢ € S. In the special case X = Y = R := R U {—o00, +00} the index of
convergence can be defined via the well known pseudo-metric p(a, ) namely the
function defined by

p(aaﬁ) = |a - ﬁ| if Oé,ﬂ € R:
pla, £00) = p(£00, @) i= ﬁ if o € R\ {0}
and
p(0,£00) = p(£00,0) = p(£o0, Foo) = p(Foo, £00) := +00.
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To set our problem consider a function f : R x R — R. In the sequel we shall
assume that the function f(u,v) is continuous for uv # 0 and satisfies A1 and A2
or A3 and A4, where
Al UIL%L flu,v) =0
v—0+4

A2 lim f(u,v) = +o00, uniformly for all u >0

v——+00

A3 lim fu,v) = +o0
v—0+4

A4 lim f(u,v) =0, uniformly for all u > 0.

v—400

Let A(+;(0,0),0) and A(+;(0,0),+00) be the indices of convergence of the func-
tion f(-,-), whenever the conditions Al and A3 are satisfied respectively (in the
definition above set e := (u,v) and h(e,o) = h((u,v),0) := f(u,v) for all o). Also,
let A(-;400,+00) and A(;400,0) be the indices of uniform convergence of the
function f(u,v) with respect to v uniformly in u, whenever the conditions A2 and
A4 are satisfied respectively (set e := v and h(e,u) = h(v,u) := f(u,v)).

Now we return to our problems (1.1, 1.2) and (1.1, 1.3). A function z is a
solution of the problem (1.1, 1.2), if z is an element of the space C§(I) satisfying
the equation (e), for almost all ¢ € I, as well as the condition z/(1) = ax’(0).
Similarly with the problem (1.1, 1.3). Our plans are to investigate the problem
(1.1, 1.2) first and then to proceed to the other problem, which, as we shall show,
is equivalent to a problem of the form (1.1, 1.2). First we notice that a function z
is a solution of the problem (1.1, 1.2), if and only if it satisfies an operator equation
of the form

z(t) = (Az)(t), t €1, (2.1)

for an appropriate operator A defined on C}(I). Fixed points of (2.1) are solutions
of (1.1, 1.2). Thus we seek for the existence of fixed points of A, by following a
method based on the following fixed point theorem (see, e.g., [5,10]):

Theorem 2.1. Let X be a Banach space and let K be a cone in X. Assume that
Q1, Qo are open subsets of X, with 0 € Q1 C cl; C Qo, and let

A: KN (22\ clfy) = K
be a completely continuous operator. If either
[Au|| < ||ull, v e KNIy and ||Au| > ||lu|, uwe KN,

or
|Aul| > |lull, ve€ KNI and [|Au|| < |ul|, ve KN,

holds, then A has a fized point.

The advantage of this theorem over other fixed point theorems is that it provides
more information for the solutions, namely we can know that solutions exist in the
cone and moreover they satisfy inequalities of the form (1.4) or (1.5). Next, let
a > 0 be given with o £ 1 and set

w:=min{o,a '}, B:=w(l—-w)"!, ~:=max{l,s}. (2.2)

In the sequel we shall assume that

H1l f:R xR — R is a continuous function on (R \ {0}) x (R \ {0}) such that
vf(u,v) >0 for all u,v.
H2 q:I — R" :=[0,+0c0) is a Lebesgue integrable function with norm ||g|;.
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Lemma 2.1. Consider the constants (2.2) and the functions f,g satisfying H1,
H2. Let

= and =w . 2.3
s and Cim wblal, (2:3)

If the function f satisfies A1, A2, then we have

1
wA(€(0,0),0) < A(C: o0, F00) (2.4)
and if f satisfies A3, A4, then
1

Proof. Assume that Al, A2 hold but (2.4) fails. Then (since w < 1) we can take
elements u, v such that

1
Ale; —_.
(€;(0,0),0) >u, ©v> A(C o0, 1o0)
From the first inequality we obtain
0< \f(u,v)] <e (26)
and from the second 1
f(u,v) > 3 (2.7)
But observe that e < ¥ < 1 and so (2.6),(2.7) do not agree. Thus (2.4) is true.
Next, assume that (A3), (A4) hold, but (2.5) fails. Then, again, we find u,v such
that L
A(¢; (0,0 > > —.
(C’ ( ) )7 +OO) u? v A(€7 +OO, 0)

From the first inequality we get (2.7) and from the second one we get (2.6), hence
a contradiction. <

Now we are ready to state and prove our first main theorem.

Theorem 2.2. Consider the functions f,q satisfying H1, H2 and let w,(3,7,¢€,(
be the constants defined in (2.2),(2.3). Then the boundary-value problem (1.1, 1.2)
admits a solution x € C§(I) such that

t
: < < .
wA(e;(0,0),0)t < z(t) < A(C o0, 1o0)’ tel, (2.8)
if f satisfies the conditions A1, A2 and
t
: < < — .
wA(¢;(0,0), +00)t < z(t) < PNEENE tel, (2.9)

if f satisfies the conditions A3 and A4.

Proof. We shall prove the theorem by investigating four cases depending on whether
0<a<l1,ora>1and f satisfies Al and A2, or A3 and A4.
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Case 1: Assume that 0 < a < 1 and f satisfies the conditions Al and A2. Then
w = a and equation (1.1) becomes

2" +qt)f(z,2")' =0, aa. tel

and moreover the indices A(e; (0,0),0) and A((; 400, +00) are positive (finite) real
numbers. Also it is not hard to see that the above equation with the boundary
condition (1.2) is equivalent to the problem of the form (2.1), where the operator
A = A, is defined by the type:

(420 i=ta(t =) [ a(o) (el ())2'(5) s
—i—/o /S q(r)f(x(r),z'(r))x'(r) dr ds.

Consider the set
Ky :={z € Cj(I) : & > 0,2 is non-increasing and z’'(1) = az’(0)},

which is a cone in C§(I) and restrict the operator A to the nonempty (because of
Lemma 2.1) set
Ky N[B(0,N)\ cl B(0, M)] (2.10)

where

1
N =
aA(; 400, +00)

and M := al(e(0,0),0).
It is easy to show that A, is completely continuous with range in K, . (Recall that
0<uvf(u,v),0<a<land0<q(t),tel)
Let z € K, be such that ||z|| = M. Then, for each t € I, we have |2/(t)| <
A(€(0,0),0) and 0 < z(t) < tA(e;(0,0),0) < A(e(0,0),0). Hence
[f(@(), ') <€ tel

and therefore,

1

0 < (Arz)(t) =a(l - a)_l/ q(s)f (x(s), 2" (s))a’ (s)ds

+ [ a6 )06 (5)ds
<a(l—a)” /0 q(s)[f(z(s), 2" (s))[[2" () ds
+/t q(s)|f (x(s), 2’ (s))l|2"(s)|ds
<eBllzlligls + ellzllligly < 2evliqllylll;
which, by the choice of € (see (2.3)) gives that

v € Ky NOB(0,M) = |A x| < ||z (2.11)
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Next let z € K be a function such that ||z|| = N. Since 2z’ is non-increasing we
have 2/(0) > 2/(t) > /(1) = aa’(0), ¢t € [0,1]. This chain of inequalities implies
that

and .
?(t) 20/(1) = a0/ (0) = aN = Freo——ss, tel
Then we have X
f(z(s),2'(s)) > s el

(see A2) and so

(A () =alt— 0™ [ a(o) a6,/ ()
> a(l = o)™ &/ (D)l = *(1 - )7 22/ 0) ol
— #/(0) = N.
This means that, if z is in K, N 8B(0, N), then
lAsall 2 ] (2.12)

Apply now Theorem 2.1 by taking into account (2.11),(2.12) and Lemma 2.1.
So, we conclude that there is a solution z of the problem (1.1, 1.2) satisfying
M < 2'(t) < N, for all t € I. The latter implies (2.8), since z(0) = 0.

Case 2: Assume that 0 < a < 1 and f satisfies the conditions A3, A4. Then
w = a and following the same lines as above we obtain that if
z € Ky NIB(0,aA((;(0,0),400)), then ||Ayz| > ||z||, and if

1

Ky NoB(0, ————
TERy ( " al(€+00,0)

)

then ||Ayz|| < ||z||. Then, Lemma 2.1 and Theorem 2.1 imply the desired result.

Case 3: Assume that a > 1 and f satisfies the conditions Al and A2. Then
w=a"t = (a—1)"! and equation (1.1) becomes

" —q(t)f(z,2")2' =0, aa. tel. (2.13)

We transform the problem (2.13, 1.2) into the functional equation (2.1), where the
operator A := A_ is now defined by

(A_z)(t) :==t(a — 1)_1/0 q(s)f(z(s),2'(s))z’ (s)ds
—i—/o /OS q(r)f(z(r),z'(r))z' (r)drds.

Here we consider the cone

K_:={z € Cj(I):z >0, is non-decreasing and z'(1) = az’(0)}
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and restrict the operator A_ to the set
K-n [B(07 Nl) \ CIB(()? Ml)]

where
«

~ A(G o, +00)
Observe that, if x € K_ N9dB(0,Ny), then 0 < 2/(0) < z'(t) < 2'(1) = Ny, t €1
and so

1
Ny : and M; := —A(¢(0,0),0).
a

Z'(t) > 2'(0) = =2'(1) = AC o0, 700)"

1/¢ for t € I; therefore,
(A_2)'(0) =(a = 1)7" [ q(s)f(2(s),2'(s))a"(s)ds

0

\wwm—wm—m*ﬁmM—m,

)
1 1
a

This means that f(z(t),z'(t))

v

>(a—1)""1

Pl

which implies that
[A—z[| > [|]|- (2.14)
Similarly, if x € K_ N dB(0, M), then ||z|| = M;. Thus |2'(¢)| < A(e; (0,0),0),
t € I and so 0 < z(t) < A(€(0,0),0). Finally we obtain
1

0< (A-z) (t) =(a - 1)~ / q(s)f((s),2'(s))a’ (s)ds

+Aq®ﬂd%f®M%Ms

<(a—1)"tellgli My +ellgll My < My,

and so ||A_z|| < ||z||. Taking into account this inequality, (2.14) and Lemma 2.1
we apply Theorem 2.1 and get the result.

Case 4: Assume that a > 1 and f satisfies the conditions A3 and A4. Then, as
in Case 2, we obtain that if

z e K_noB(o, éA(C; (0,0),4+00)) ,

then ||A_z| > ||z||, and if
a

" A(€; 400, 0)) ’
then ||A_z| < ||z|. These facts together with Lemma 2.1 and Theorem 2.1 imply
the result and the proof is complete.

z e K_NoB(0

Now consider the problem (1.1, 1.3). Assume for the moment that z is a solution
of it and let
y(t):=x(1—1t), tel.

Then observe that y satisfies the boundary-value problem
y" +sign(1 — a)d(t) f (y(1),y' (8))y'(t) = 0
y(0) =0, (1) =ay'(0),

where & := a1, §(t) := ¢(1 —t) and f(u,v) := f(u,—v). Clearly this problem
is the same with (1.1, 1.2) discussed above. So, by using this transformation and
Theorem 2.2 we conclude the following.
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Theorem 2.3. Consider the boundary-value problem (1.1, 1.3), where a > 0 with
a#1and f: RxR — R is a function continuous on (R\ {0}) x (R\{0}) and such
that v f(u,v) <0 for all u,v. Also, let ¢ : I — R™ be a Lebesgue integrable function
with norm ||q||1. Let w, 3,7,€,( be the constants defined in (2.2) and (2.3).

If the function f satisfies

lim+ flu,v) =0 and lim f(u,v) = +oo, uniformly for all u >0,
u—0 vV——00

then the boundary-value problem (1.1, 1.8) admits a solution x(t), t € I satisfying
1-1¢
(€5 +00, +00)’

wl(6(0,0),0)(1 —1) < a(t) < — tel,

while, if the function f satisfies

lim f(u,v) =400 and lim f(u,v) =0, uniformly for all u >0,
o voe

then the boundary-value problem (1.1, 1.8) admits a solution x(t), t € I satisfying

1—t
wA(C? (0’0)""00)(1 - t) < -’L'(t) < m, tel.

3. TWO APPLICATIONS

(i) Consider the boundary-value problem

1 2y 2
4+ —(az® + b’ "M2’" =0, te|o,1 3.1
N ) 0,1 @)
1

z(0) =0, 2'(1) = 51"(0) (3.2)
where a > 0, b > 0 and u is any positive integer. Observe that for the function
f(u,v) := (au?* + bv?*)v the assumptions Al and A2 are satisfied. Here we have
w=1/2,8=1,vy=1,e=(=1/2 and

A(3;(0,0),0) = (2(a + ) 7T
A(%;—l—oo,—i—oo) = (g) o .

Hence, there is a solution z of the boundary-value problem (3.1)-(3.2) such that

1 241 21 22(ut1) 1
mt“ Sa(t)MT < =t e [0,1].

(ii) Consider the one-parameter differential equation
2+ '’ = 0, on I,

associated with the conditions (1.2) with 0 < o < 1 and A > 0. Applying Theorem
2.2 (Case 1) we conclude that there is a solution z satisfying

1 . (1—-a)t
— — < <

) min{a,1 — alt < z(t) < SV
Indeed, such a solution (and only this) is given by z(t) := +In (1+ (1 — a)a™'¢),
t € [0,1].

t €10,1].
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