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PERIODIC SOLUTIONS FOR NEUTRAL NONLINEAR
DIFFERENTIAL EQUATIONS WITH FUNCTIONAL DELAY

YOUSSEF N. RAFFOUL

ABSTRACT. We use Krasnoselskii’s fixed point theorem to show that the non-
linear neutral differential equation with functional delay

a'(t) = —a(t)z(t) + c(t)a’ (t — g(t)) + q(t, x(t), x(t — g(t))
has a periodic solution. Also, by transforming the problem to an integral

equation we are able, using the contraction mapping principle, to show that
the periodic solution is unique.

1. INTRODUCTION

Motivated by the papers [1, 5, 6, 10, 11] and the references therein, we consider
the nonlinear neutral differential equation

() = —at)z(t) + ()2 (t — g(t)) + q(t,x(t),x(t - g(t)) (1.1)

which arises in a (food-limited) population model [2, 3, 8, 7]. In recent years many
researchers have considered a particular form of equation (1.1) and studied the ex-
istence of periodic solutions and their boundedness. The authors in [2] investigated
the boundedness of solution of an equation of the form (1.1) by using comparison
techniques. Also, the author in [6] considered the logistic form of (1.1) with sev-
eral constants delays where the functional ¢ is linear and showed the existence of
positive periodic solutions.

The purpose of this paper is to transform (1.1) to an integral equation and then
use Krasnoselskii’s fixed point theorem to show the existence of a periodic solution.
The obtained integral equation is the sum of two mappings; one is a contraction
and the other is compact.

Transforming equation (1.1) to an integral equation enables us to show the
uniqueness of the periodic solution by appealing to the contraction mapping prin-
ciple. For more on the existence and uniqueness of periodic solutions of equations
that are similar to (1.1) but with constant delay, we refer the reader to [2, 3].
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2. EXISTENCE OF PERIODIC SOLUTIONS

For T' > 0 define Pr = {¢ : C(R,R),¢(t +T) = ¢(t)} where C(R, R) is the
space of all real valued continuous functions. Then Pr is a Banach space when it
is endowed with the supremum norm

)| = t|.
l=(t)] = max [o(¢

In this paper we assume that
a(t+T)=a(t), ct+T)=c(t), gt+T)=gt), gt)=g">0  (2.1)

with ¢(¢) continuously differentiable, g(t) twice continuously differentiable and g*
is constant. In [6], the author made the assumption that a(t) is positive, while here
we only ask that

T
/ a(s)ds > 0. (2.2)
0

It is interesting to note that equation (1.1) becomes of advanced type when g(t) < 0.
Since we are searching for periodic solutions, it is natural to ask that ¢(¢,z,y) is
continuous and periodic in ¢t and Lipschitz continuous in  and y. That is

q(t +T,2,y) = q(t, z,y) (2.3)
and some positive constants L and F,
lq(t, z,y) — q(t, 2, w)| < Lllz — 2| + Elly — wl|. (2.4)
Also, we assume that for all ¢, 0 <t < T,
g'(t) # 1. (2.5)
Since g¢(t) is periodic, condition (2.5) implies that ¢'(t) < 1.

Lemma 2.1. Suppose (2.1)-(2.2) and (2.5) hold. If x(t) € Pr, then x(t) is a
solution of equation (1.1) if and only if

w (/) — e(wa(w)) (1= g'(w) + ¢" (w)e(w) o

r(u) = . .
(1—9g'(u))?

Proof. Let x(t) € Pr be a solution of (1.1). Multiply both sides of (1.1) by

exp fot a(s)ds and then integrate from ¢ — T' to ¢ to obtain

t

= /t_T [e(w)a’ (u — g(u)) + q(u, x(u), z(u — g(u)))]efg“ a(s)ds g,
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As a consequence, we arrive at

x(t)efot a(s)ds _ a:(t _ T)efffiT a(s)ds
= /th [C(u)x'(u —g(u) + q(u, z(u), z(u — g(u)))]efdu a(s)ds g,

By dividing both sides of the above equation by exp( fot a(s)ds) and the fact that
z(t) = x(t — T), we obtain

2(t) = (1— e~ Fraldsy !
| 't (2.8)
" /t*T [C(U))xl(u —g(w)) + q(u, 2(u), 2(u — g(u)))] e~ Joals)ds g,

Rewrite
¢
/ c(u)z'(u — g(u))e” Jia()ds gy,
=T

_ / () (= gw)(1=g'(0) _ [ u(oyas
o (= g'(w) |

Integration by parts on the above integral with

_ c(u) — [ta(s)ds ! ’
U—me fuatsdds = and  dV = 2’ (u — g(u))(1 — ¢ (u))du

we obtain
t t
/ c(u)z (u — g(u))e Ju a5 gy
t—T

_ C(t) —ftf’iTas s\ ! we™ 'Jas So(u — alw))du
= et =g (L= e ) [ e St — ga)du.

t—T
(2.9)
where r(u) is given by (2.7). Then substituting (2.9) into (2.8) completes the
proof. O
Define the mapping H : Pr — Pr by
c(t) — [t a(s)dsy—1
H =——p(t—g( 1-— -7
(He)(0) =12 Dsolt = g(0) + (1= ¢ S o00%)
t
< [ = et = g(u) + a0, — glu)e .
t—T
(2.10)

Next we state Krasnoselskii’s fixed point theorem which enables us to prove the
existence of a periodic solution. For its proof we refer the reader to [9].

Theorem 2.2 (Krasnoselskii). Let M be a closed conver monempty subset of a
Banach space (B, | - ||). Suppose that A and B maps M into B such that
(i) z,y € M, implies Ax + By € M,
(ii) A is compact and continuous,
(iii) B is a contraction mapping.
Then there exists z € Ml with z = Az 4+ Bz.
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Note that to apply the above theorem we need to construct two mappings; one
is a contraction and the other is compact. Therefore, we express equation (2.10) as

(Hep)(t) = (Be)(t) + (Ap)(1)
where A, B : Pr — Pr are given by

(Bo)®) = 7=l = 9(0) (2.11)

and

(Ap)(t) = (1 — e Jimrals)dsy—1

¢
< [T et = o) + gt (), gl - glu)e o du,
t—
(2.12)
Lemma 2.3. Suppose (2.1)-(2.5) hold. Then A : Pr — Pr, as defined by (2.12),

is compact provided that

max‘ () g"(t)
teo. 1111 —g'(t) (1 —g'(t))?

for some positive constant Q.

<Q (2.13)

Proof. A change of variable in (2.12) shows that (A¢)(t + T) = (Ap)(t). To see
that A is continuous, we let ¢, ¥ € Pr with ||¢|| < C and ||| < C. Let

= 1-— —ftt_Ta(s)ds -1 _ " _ —flfa(s)ds.
"= et )7 A= max ()], = max e

(2.14)
Given ¢ > 0, take § = ¢/M such that || — | < §. By making use of (2.4) into
(2.12) we get

1(Ae(®) = (Av@)]| < /t_T [Llle =@l + Ellp = ol + Bllp — ¢ du
< Mlp -9l <e

where L, E are given by (2.4) and M = Tyn[B+ L+ E]. This proves A is continuous.
To show A is compact, we let ¢, € Pr with ||, | < R, where n is a positive integer
and R > 0. Observe that in view of (2.4) we arrive at

lg(t, 2, y)| = lq(t, z,y) — q(£,0,0) +¢(t,0,0)|
< la(t,2,y) = q(£,0,0)] + |¢(2,0,0)]
< L) + Ellyll + o
where oo = |¢(¢,0,0)|. Hence, if A is given by (2.12) we obtain that

[A(en ()]l < D

for some positive constant D. Now, it can be easily checked that

(Apn) (t) = —a()en(t) = [ E’S?(t) g fl;,(ft()mz

+ Q(t’ Qon(t)v Qon(t - g(t)))

Jen(t —g(t)
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Hence by invoking (2.13) we obtain |[(Ay,)’ (¢)]] < F, for some positive constant F'.
Thus the sequence (Ag,,) is uniformly bounded and equi-continuous. The Arzela-
Ascoli theorem implies that (Ayy, ) uniformly converges to a continuous T-periodic
function ¢*. Thus A is compact. O

Lemma 2.4. Let B be defined by (2.11) and

e(t) H
— | < (< 1. 2.15
H 1—g'(t)ll — ¢ (2.15)
Then B is a contraction.
Proof. For ¢, € Pr, we have

1B(#) = B¥)|| = max [B(p) — B()]

t€[0,T]
c(t)
= — t—g(t)) — v —g(t
£ﬁ%117¢@ﬂW( g(t)) —(t —g(t)]
< Clle =9Il
Hence B defines a contraction mapping with contraction constant (. O

Theorem 2.5. Let o = ||q(¢,0,0)||. Let n,5 and v be given by (2.14). Suppose
(2.1)(2.5), (2.13) and (2.15) hold. Suppose there is a positive constant G such that
all solutions z(t) of (1.1), x(t) € Pr satisfy |x(t)| < G, the inequality
{C+mMTB+L+E)}G+mTa<CG (2.16)
holds. Then equation(1.1) has a T—periodic solution.
Proof. Define M = {¢ € Pr : |¢|| < G}. Then Lemma 2.3 implies A : Pr — Prp
and A is compact and continuous. Also, from Lemma 2.4, the mapping B is a
contraction and it is clear that B : Pp — Pp . Next, we show that if ¢, 9 € M, we

have ||A¢ + By|| < G. Let ¢, € M with |||, || < G. Then from (2.11)-(2.12)
and the fact that |¢(¢,z,y)| < L||z|| + E||ly|| + «, we have

|(40(0)) + (BoO)| <0 [ [Lllel + Bl + Bllel + ) du+ Clv]

<{{(+mMTB+L+E)}G+mTa<G.

We see that all the conditions of Krasnoselskii’s theorem are satisfied on the set M.
Thus there exists a fixed point z in M such that z = Az + Bz. By Lemma 2.1, this
fixed point is a solution of (1.1). Hence (1.1) has a T—periodic solution. O

Theorem 2.6. Suppose (2.1)—egrefe2.5, (2.13) and (2.15) hold. Let n,[3 and v be
given by (2.14). If

C+Tm(B+L+E)<1,
then equation (1.1) has a unique T-periodic solution.

Proof. Let the mapping H be given by (2.10). For ¢, € Pp, in view of (2.10), we
have

I(#He () = (HY @)l
<Cllo=vll+m [ (Lo =l +Elle - vl + Al - vlldu

<K+TmB+L+E)]le -l
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This completes the proof. ([

We finish this paper with an example in which we give criteria that enable us to
determine the a priori bound G in Theorem 2.5.

Example 2.7. Consider (1.1) along with conditions (2.1)—(2.5) and (2.13)—(2.15).
Suppose that a(t) # 0 for all ¢ € [0,T]. Set

p tgﬂgg]\a( ), ax, (t),

where
d(t)(1—g'(t) +g"(t)e(t)
(1-g'(t)?

k(t) =
Suppose 1 — ||c|| > 0. If
p(L=llell) > (1 = llel)(0 + L + E) + Tp(||al| + L + E)
holds and G which is defined by
) a(1 — Jlc + Tp)
p(L=llel) = (L =lel)(6 + L + E) = Tp([lal| + L + E)
satisfies inequality (2.16), then (1.1) has a T-periodic solution.

Proof. Let the mappings A and B be defined by (2.12) and (2.11), respectively. Let
x(t) € Pr. An integration of equation (1.1) from 0 to T yields,

G

T
2(T) — x(0) = /O [—a()z(t) + c(t)z'(t — g(t) + q(t, x(t), 2(t — g(t)))]dt. (2.17)

Rewrite and then integrate by parts to obtain,

4 e T2t —g(t) (1 —g'(1)
/0 () (t — g(t))dt = /O oy dt

_ /O k(8 (t — g(t))dt.

As a consequence, (2.17) becomes

T T
| ettt = [ kot - o0) - att.o(0).2(t - g0t
0 0
from which, it implies that there exists a t* € (0,7) such that
T
Ta(t*)z(t") = / [(t)a(t — g(t) — q(t, x(t), =(t — g(t)))]dt.
0
Then
T
Tla(t*)||=(t*)] < /0 (k@lx(t = g(®)] + g, x(t), z(t — g(¢)))[]dt.
By taking the maximum over ¢t € [0, 7], from the above inequality, we obtain
1 «o
< = —. .
()| < p(5+L+E)Hx||+ ; (2.18)
Since for all ¢ € [0, T7,

x(t) = z(t") —|—/t ' (s)ds,

*
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we have .
()] < [2(t)] + / 12/ (5)\ds.

Taking the maximum over ¢ € [0,7] and using (2.18), yield

t
Jo®l < ()] + [ lo'Cs)lds
0 (2.19)
1 « ,
< ;(6+L+E)||:EH +E+TH33 .
Taking the norm in (1.1) yields

L+E

I2']| < (lall + L + E)||=|| to (2.20)

1 — |l
Substitution of (2.20) into (2.19), yields that for all x(¢) € Pr, ||z(t)]| < G. Define

M = {¢ € Pr: |¢|| < G}. Then by Theorem 2.5, (1.1) has a T-periodic solution.
U

Remark. The author of this paper has studied the asymptotic stability of the zero
solution of (1.1) using fixed point theory; see [11]. However, the question of uniform
asymptotic stability of the zero solution of (1.1) remains open.
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