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INTERVAL OSCILLATION CRITERIA FOR SECOND ORDER
FORCED NONLINEAR MATRIX DIFFERENTIAL EQUATIONS

WAN-TONG LI, RONG-KUN ZHUANG

Abstract. New oscillation criteria are established for the nonlinear matrix
differential equations with a forced term

[r(t)Y ′(t)]′ + p(t)Y ′(t) + Q(t)G(Y ′(t))F (Y (t)) = e(t)In.

Our results extend and improve the recent results of Li and Agarwal for scalar

cases. Furthermore, one example that dwell upon the importance of our results

is included.

1. Introduction

In this paper, we consider the oscillatory behavior of solutions of the forced
second order nonlinear matrix differential equation

[r(t)Y ′(t)]′ + p(t)Y ′(t) + Q(t)G(Y ′(t))F (Y (t)) = e(t)In, (1.1)

where t ≥ t0, r(t) ∈ C1([t0,∞), (0,∞)), p(t) ∈ C([t0,∞), (−∞,∞)), Q(t), G(Y ′(t))
are positive semi-definite matrices, Q(t) is continuous, F ∈ C1(Rn2

, Rn2
), and the

inverse of the matrix F (Y (t)) exists for all Y (t) 6= 0 and is denoted by [F (Y (t))]−1.
Moreover, [F (Y (t))]−1 is positive definite and satisfies [18]

([F (Y (t))]−1)T (Y ′(t))T = Y ′(t)[F (Y (t))]−1 (1.2)

for every solution Y (t) of (1.1), where AT is the transpose of A.
We call a matrix function Y (t) ∈ C2([t0,∞), Rn2

) a prepared nontrivial solution
of (1.1) if det Y (t) 6= 0 for at least one t ∈ [t0,∞), r(t)Y ′(t) ∈ C1([t0,∞), Rn2

) and
Y (t) satisfies (1.2).

A prepared solution Y (t) of (1.1) is called oscillatory if det Y (t) has arbitrary
large zeros. (1.1) is called oscillatory if every nontrivial prepared solution of (1.1)
is oscillatory. Otherwise it is called non-oscillatory.

For n = 1, p(t) = 0 and G = 1, (1.1) has been studied by many authors, for
example, Jaros, Kusano and Yoshida [1] and their references. On the one hand,
many authors assume that Q(t) is nonnegative; see Skidmore and Leighton [3] and
Tenfel [4]. In this case, one can usually establish oscillation criteria for more general
nonlinear differential equation by employing a technique introduced by Kartsators
[2] where it is additionally assumed that e(t) is the second derivative of an oscillatory
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function h(t). On the other hand, most oscillation results involve the integral of
Q(t) and hence require the information of r and Q on the entire half-line [t0,∞),
see Li and Yan [5] and their references.

For n > 1, Erbe, Kong and Ruan [6], Meng, Wang and Zheng [7] and Etgen and
Pawlowski [8] obtain some generalized Kamenev type oscillation criterion for the
linear matrix differential equation

(R(t)Y ′(t))′ + Q(t)Y (t) = 0. (1.3)

In 1999, Kong [9] employed the technique from Philos [10] for the second-order
linear differential equations, and presented several interval oscillation criteria for
(1.3) with n = 1 (see Theorems 2.1 and 2.2 and their corollaries 2.1-2.4 in [9])
involving the Kamenev’s type condition. These results have been generalized by Li
[11], Li and Agarwal [13, 15] and Li and Cheng [16].

Recently, Zhuang [17] and Yang [18] extended the results of [9] to the matrix
differential equation (1.3) and to the nonlinear matrix differential equation

[r(t)Y ′(t)]′ + p(t)Y ′(t) + Q(t)G(Y ′(t))F (Y (t)) = 0, t ≥ t0,

respectively. However, the above results cannot be applied to the non-homogeneous
nonlinear matrix differential equation (1.1).

Motivated by the ideas from Li and Agarwal [13, 15], in this paper we obtain, by
using a matrix Riccati type transformation, some results of [13, 15] are generalized
to the nonlinear matrix differential equation (1.1).

For convenience of the reader, we introduce the following notation. Let M be
the linear space of n × n real matrices, M0 ⊂ M be the subspace of symmetric
matrices. For any real symmetric matrices A,B,C ∈ M0, we write A ≥ B to mean
that A − B ≥ 0, that is, A − B is positive semi-definite and A > B to mean that
A − B > 0, that is A − B is positive definite. We will use some properties of this
ordering, viz., A ≥ B implies that CAC ≥ CBC and A ≥ B and B ≥ 0 implies
A ≥ 0. Moreover, A ≥ B implies

∫ b

a
Ads ≥

∫ b

a
Bds

2. Main Results

In the sequel we say that a function H = H(t) belongs to a function class
D(a, b) = {H ∈ C1[a, b] : H(t) 6 ≡0,H(a) = H(b) = 0}, denoted by H ∈ D(a, b).

Lemma 2.1. If Y (t) is a nontrivial prepared solution of (1.1) and det Y (t) > 0
for t ≥ t0, then, for any ρ(t) ∈ C1([t0,∞), (0,∞)), the matrix

W (t) = ρ(t)r(t)Y ′(t)[F (Y (t))]−1 (2.1)

satisfies the equation

W ′(t) =
[ρ′(t)

ρ(t)
− p(t)

r(t)
]
W (t)− ρ(t)Q(t)G(Y ′(t))

− W (t)F ′(Y (t))W (t)
ρ(t)r(t)

+ ρ(t)e(t)[F (Y (t))]−1.

(2.2)
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Proof. From (1.1), we obtain

W ′(t) =
ρ′(t)
ρ(t)

W (t) + ρ(t)(r(t)Y ′(t))′[F (Y (t))]−1 + ρ(t)r(t)Y ′(t)[[F (Y (t))]−1]′

=
ρ′(t)
ρ(t)

W (t) + ρ(t)[e(t)In − p(t)Y ′(t)−Q(t)G(Y ′(t))F (Y (t))][F (Y (t))]−1

− ρ(t)r(t)Y ′(t)[F (Y (t))]−1F ′(Y (t))Y ′(t)[F (Y (t))]−1

= [
ρ′(t)
ρ(t)

− p(t)
r(t)

]W (t)− ρ(t)Q(t)G(Y ′(t))

− W (t)F ′(Y (t))W (t)
ρ(t)r(t)

+ ρ(t)e(t)[F (Y (t))]−1.

The proof is complete. �

Theorem 2.2. Suppose that for any T ≥ t0, there exist T ≤ a < b such that e(t) <
0, t ∈ [a, b]. If there exist H ∈ D(a, b) and a function ρ(t) ∈ C1([t0,∞), (0,∞))
such that ∫ b

a

H2(t)ρ(t)Q(t)G(Y ′(t))dt

≥ 1
4

∫ b

a

ρ(t)r(t)[2H ′(t) + (
ρ′(t)
ρ(t)

− p(t)
r(t)

)H(t)]2[F ′(Y (t))]−1dt,

then (1.1) is oscillatory.

Proof. Suppose the contrary. Then without loss of generality we assume that there
is a nontrivial prepared solution Y (t) of (1.1), which is nonsingular on [t0,∞), and
W (t) = ρ(t)r(t)Y ′(t)[F (Y (t))]−1 exists on [t0,∞).

Since Y (t) is prepared, by (1.2), W (t) ∈ M0 and by Lemma 2.1, W (t) satisfies
the equation

W ′(t) =
[ρ′(t)

ρ(t)
− p(t)

r(t)
]
W (t)− ρ(t)Q(t)G(Y ′(t))

− W (t)F ′(Y (t))W (t)
ρ(t)r(t)

+ ρ(t)e(t)[F (Y (t))]−1.

(2.3)

That is,

ρ(t)Q(t)G(Y ′(t)) = −W ′(t) +
[ρ′(t)

ρ(t)
− p(t)

r(t)
]
W (t)

− W (t)F ′(Y (t))W (t)
ρ(t)r(t)

+ ρ(t)e(t)[F (Y (t))]−1.

(2.4)

By assumption, we can choose b > a ≥ T0 such that e(t) < 0 on the interval
I = [a, b]. From (2.4) we see that W (t) satisfies

ρ(t)Q(t)G(Y ′(t)) < −W ′(t) +
[ρ′(t)

ρ(t)
− p(t)

r(t)
]
W (t)− W (t)F ′(Y (t))W (t)

ρ(t)r(t)
. (2.5)
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Let H ∈ D(a, b) be given as in hypothesis. Multiplying H2 through (2.5) and
integrating over I = [a, b], we have∫ b

a

H2(t)ρ(t)Q(t)G(Y ′(t))dt

< −
∫ b

a

H2(t)W ′(t)dt +
∫ b

a

H2(t)
[ρ′(t)

ρ(t)
− p(t)

r(t)
]
W (t)dt

−
∫ b

a

H2(t)
W (t)F ′(Y (t))W (t)

ρ(t)r(t)
dt.

(2.6)

Integrating (2.6) by parts and using that H(a) = H(b) = 0, we have∫ b

a

H2(t)ρ(t)Q(t)G(Y ′(t))dt

< −
∫ b

a

{H2(t)W (t)F ′(Y (t))W (t)
ρ(t)r(t)

− 2H(t)H ′(t)W (t)−H2(t)[
ρ′(t)
ρ(t)

− p(t)
r(t)

]W (t)
}

dt

= −
∫ b

a

{H2(t)W (t)F ′(Y (t))W (t)
ρ(t)r(t)

−
[
2H ′(t) + (

ρ′(t)
ρ(t)

− p(t)
r(t)

)H(t)
]
H(t)W (t)

}
dt

= −
∫ b

a

{H(t)W (t)√
ρ(t)r(t)

−

√
ρ(t)r(t)

[
2H ′(t) + (ρ′(t)

ρ(t) −
p(t)
r(t) )H(t)

]
[F ′(Y (t))]−1

2

}
F ′(Y (t))

×
{H(t)W (t)√

ρ(t)r(t)
−

√
ρ(t)r(t)[2H ′(t) + (ρ′(t)

ρ(t) −
p(t)
r(t) )H(t)][F ′(Y (t))]−1

2

}
dt

+
1
4

∫ b

a

ρ(t)r(t)
[
2H ′(t) + (

ρ′(t)
ρ(t)

− p(t)
r(t)

)H(t)
]2

[F ′(Y (t))]−1dt

≤ 1
4

∫ b

a

ρ(t)r(t)
[
2H ′(t) + (

ρ′(t)
ρ(t)

− p(t)
r(t)

)H(t)
]2

[F ′(Y (t))]−1dt,

which contradicts the condition (2.3). Hence every solution of (1.1) is oscillatory.
The proof is complete. �

From Theorem 2.2, it is easy to see that the following important corollary is
true.

Corollary 2.3. Under the assumptions in Theorem 2.2, assume that F ′(Y ) ≥ A >
0 and G(Y ) ≥ B > 0, where A,B ∈ M0 are constant positive definite matrices such
that∫ b

a

H2(t)ρ(t)Q(t)Bdt ≥ 1
4

∫ b

a

ρ(t)r(t)
[
2H ′(t) + (

ρ′(t)
ρ(t)

− p(t)
r(t)

)H(t)
]2

A−1dt . (2.7)

Then every solution of (1.1) is oscillatory.



EJDE-2005/69 INTERVAL OSCILLATION CRITERIA 5

We remark that if n = 1, then Corollary 2.3 reduces to the main result of Li and
Agarwal [15].

Example. Consider the linear n× n matrix differential equation

(
√

tY ′(t))′ − 2Y ′(t) +
5

4
√

t
Y (t) =

1√
t
(sin

√
t− cos

√
t)In, (2.8)

where r(t) =
√

t, p(t) = −2, Q(t) = 5
4
√

t
, G(Y ′) = In, F (Y ) = Y (t), and F ′(Y ) =

In.
Clearly, the zeros of the forcing term 1√

t
(sin

√
t− cos

√
t)In are [kπ + π

4 ]2. Let

H(t) = sin(
√

t− π

4
).

For any T > 1, choose k sufficient large so that ((2k + 1)π + π
4 ) > T and set

a = [(2k + 1)π +
π

4
]2, b = [2(k + 1)π +

π

4
]2,

then e(t) ≤ 0 for t ∈ [a, b]. Pick up ρ(t) ≡ 1. It is easy to verify that∫ b

a

H2(t)Q(t)Bdt =
∫ b

a

sin2(
√

t− π

4
)

5
4
√

t
Indt

=
∫ 2(k+1)π+ π

4

(2k+1)π+ π
4

sin2(s− π

4
)

5
4s

2sInds

=
∫ 2(k+1)π+ π

4

(2k+1)π+ π
4

5
2

sin2(s− π

4
)Inds =

5π

4
In,

and

1
4

∫ b

a

ρ(t)r(t)
[
2H ′(t) +

(ρ′(t)
ρ(t)

− p(t)
r(t)

)
H(t)

]2

A−1dt

=
1
4

∫ b

a

√
t
[
2
cos(

√
t− π

4 )
2
√

t
+

2√
t
sin(

√
t− π

4
)
]2

Indt

=
1
4

∫ 2(k+1)π+ π
4

(2k+1)π+ π
4

s
[cos(s− π

4 )
s

+
2
s

sin(s− π

4
)
]2

2sInds

=
1
2

∫ 2(k+1)π+ π
4

(2k+1)π+ π
4

[
cos2(s− π

4
) + 2 sin(2s− π

2
) + 4 sin2(s− π

4
)
]
Inds

=
5π

4
In,

which implies that (2.7) holds. It follows from Corollary 2.3 that every solution of
(2.8) is oscillatory. Obverse that Y (t) = sin

√
tIn is such a solution.

Acknowledgments. Wan-Tong Li was supported by the NNSF of China and the
Teaching and Research Award Program for Outstanding Young Teachers in Higher
Education Institutions of Ministry of Education of China. Rong-Kun Zhuang was
supported by the NSF of Educational Department of Guangdong Province of China.



6 W.-T. LI, R.-K. ZHUANG EJDE-2005/69

References

[1] J. Jaros, T. Kusano and N. Yoshida; Forced superlinear oscillations via Picone’s identity,
Acta Math. Univ. Comenianae, LXIX(2000), 107-113.

[2] A. G. Kartsatos; Maintenance of oscillations under the effect of a periodic forcing term,

Proc. Amer. Math. Soc., 33(1972), 377-383.
[3] A. Skidmore and W. Leighton; On the equation y′′ + p(x)y = f(x), J. Math. Anal. Appl.,

43(1972), 46-55.

[4] H. Tenfel; Forced second order nonlinear oscillations, J. Math. Anal. Appl., 40(1972), 148-
152.

[5] W. T. Li and J. R. Yan; An oscillation criterion for second order superlinear differential
equations, Indian J. Pure Appl. Math., 28(6)(1997), 735-740.

[6] L. E. Erbe, Q. Kong, and S. Ruan; Kamenev type theorems for second order matrix differ-

ential systems, Prc. Amer. Math. Soc., 117(1993), 957-962.
[7] F. Meng, J. Wang, and Z. Zheng; A note on Kamenev type theorems for second order matrix

differential systems, Proc. Amer. Math. Soc., 126(1998), 391-395.

[8] G. J. Etgen and J. F. Pawlowski; Oscillation criteria for second order self adjoint differential
systems, Pacific J. Math., 66(1976), 99-110.

[9] Q. Kong; Interval criteria for oscillation of second-order linear ordinary differential equa-

tions, J. Math. Anal. Appl., 229(1999), 258-270.
[10] CH. G. Philos; Oscillation theorems for linear differential equations of second order, Arch.

Math.(Basel), 53(1989), 482-492.

[11] W. T. Li; Interval oscillation criteria for second order half-linear differential equations, Acta
Math. Sinica, 35(3)(2002), 509-516(in Chinese).

[12] W. T. Li and R. P. Agarwal; Interval oscillation criteria related to integral averaging tech-
nique for certain nonlinear differential equations, J. Math. Anal. Appl., 245(2000), 171-188.

[13] W. T. Li, and R. P. Agarwal; Interval oscillation criteria for second order nonlinear differ-

ential equations with forceing term, Applicable Analysis, 75(3/4)(2000), 341-347.
[14] W. T. Li and R. P. Agarwal; Interval oscillation criteria for second order nonlinear differ-

ential equations, Ukrainian Math. J., 53(9)(2001), 1391-1406.

[15] W. T. Li and R. P. Agarwal; Interval oscillation criteria for second order forced nonlinear
differential equations with damping, PanAmerican Math. J., 11(3)(2001), 109-117.

[16] W. T. Li and S. S. Cheng; An oscillation criteria for nonhomogeneous half-linear differential

equations, Appl. Math. Lett., 15(2002), 259-263.
[17] R. K. Zhuang; Interval criteria for oscillation of second order matrix differential systems,

Acta. Math. Sinica, 44(6)(2001), 1037-1044(in Chinese).

[18] X. J. Yang; Oscillation criteria for certain second-order matrix differential equations, J.
Math. Anal. Appl., 265(2002), 285-295.

Wan-Tong Li

Department of Mathematics, Lanzhou University, Lanzhou, Gansu 730000, China
E-mail address: wtli@lzu.edu.cn

Rong-Kun Zhuang
Department of Mathematics, Huizhou University, Huizhou, Guangdong 516015, China

E-mail address: rkzhuang@163.com


	1. Introduction
	2. Main Results
	Example
	Acknowledgments

	References

